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We discuss the experimental engineering of model systems for the description of QED in one
spatial dimension via a mixture of bosonic 23Na and fermionic 6Li atoms. The local gauge symmetry
is realized in an optical superlattice, using heteronuclear boson-fermion spin-changing interactions
which preserve the total spin in every local collision. We consider a large number of bosons residing
in the coherent state of a Bose-Einstein condensate on each link between the fermion lattice sites,
such that the behavior of lattice QED in the continuum limit can be recovered. The discussion
about the range of possible experimental parameters builds, in particular, upon experiences with
related setups of fermions interacting with coherent samples of bosonic atoms. We determine the
atomic system’s parameters required for the description of fundamental QED processes, such as
Schwinger pair production and string breaking. This is achieved by benchmark calculations of the
atomic system and of QED itself using functional integral techniques. Our results demonstrate
that the dynamics of one-dimensional QED may be realized with ultracold atoms using state-of-
the-art experimental resources. The experimental setup proposed may provide a unique access to
longstanding open questions for which classical computational methods are no longer applicable.

I. INTRODUCTION

The experimental engineering of atomic model systems
for the description of dynamical gauge fields represents a
major challenge with most important applications. Fun-
damental gauge fields mediate the strong and electroweak
forces between matter in the standard model of particle
physics, where the photon of quantum electrodynamics
(QED) is a most prominent representative [1]. Gauge
fields can also arise as emerging degrees of freedom in
strongly correlated condensed matter systems such as re-
lated to the quantum Hall effect [2] or effective theories of
spin liquids [3]. Most pressing questions concern the real-
time evolution of strongly interacting gauge fields cou-
pled to fermionic matter (QCD), such as realized during
the early stages of our universe and explored in collisions
of ultrarelativistic nuclei at giant laboratory facilities [4].

The complex many-body dynamics of gauge fields is of-
ten very difficult to study in the original systems both ex-
perimentally and theoretically. For instance, in a heavy-
ion collision most experimental observables give informa-
tion only about the integrated space-time evolution of
the system. Its theoretical description is complicated by
the fact that ab initio computer simulations of the real-
time dynamics can only be achieved in certain limiting
cases because of the so-called sign-problem [5]. Here, the
experimental engineering of atomic quantum simulators
appears as an attractive alternative, which may provide
a unique access to longstanding open questions [6–8].

Compact table-top experiments with ultracold atoms
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are rather easily accessible and provide a very flexible
testbed, with tunable interactions or reduced dimension-
ality by shaping the confining optical potential [9, 10].
Since setups employing ultracold quantum gases can be
largely isolated from the environment, they offer the pos-
sibility to study fundamental aspects such as the unitary
real-time evolution of systems with engineered Hamilto-
nians to high accuracy [11].

The realization of external static gauge fields has been
achieved in many impressive experiments with ultracold
atoms, such as in Refs. [12, 13]. In contrast, no experi-
mental implementation of gauge fields as dynamical de-
grees of freedom, as in QED or QCD, in an atomic setup
has been achieved yet, although it has been theoretically
discussed in [6–8]. The presence of dynamical gauge fields
in the description of a physical system reflects an underly-
ing local symmetry, whose space-time dependent trans-
formation properties significantly constrains the quan-
tum dynamics allowed. Implementing such a gauge sym-
metry for a system of bosonic and fermionic atoms can
lead to involved constructions, which often rely on higher-
order processes that are challenging to control experi-
mentally.

Further experimental progress can be facilitated with
the identification and implementation of simple gauge
field theory examples. Abelian gauge symmetries, such
as the local U(1) symmetry of QED, clearly stand out
in this respect, in particular, if they are implemented
in one spatial dimension. Abelian gauge theories in the
continuum are simpler than non-Abelian theories such
as QCD because of the absence of self-interactions of the
gauge bosons. In QED the photon interacts only via pro-
cesses involving electrons and positrons, while the gluons
in QCD directly interact with each other. In a lattice-
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discretized theory in more than one spatial dimension
even QED magnetic fields appear as ring exchange inter-
actions which makes a possible experimental implementa-
tion via effective interactions [14, 15], higher-order per-
turbative processes [16] or ancillary degrees of freedom
[17, 18] involved. In one spatial dimension, however, no
QED magnetic field exists. This dramatically simplifies
possible descriptions of the interaction of the remaining
electric field with the fermions. In this case, the interac-
tion terms respecting the local gauge symmetry can be
realized using heteronuclear boson-fermion spin-changing
interactions which preserve the total spin in every local
collision [16, 19]. While a Jordan-Wigner transformation
can be used to express the fermions as quantum spins, our
construction does not rely on this mapping but directly
simulates the fermionic degrees of freedom. This is par-
ticularly important in view of experimental implementa-
tions of gauge theories in dimensions larger than one, for
which the Jordan-Wigner mapping is less useful. Despite
the reduced complexity, the Abelian gauge theory setup
in (1 + 1) space-time dimensions still offers a rich phe-
nomenology, including important dynamical strong-field
phenomena such as Schwinger pair production [19, 20]
and string breaking [21], which are highly relevant for
many systems also in more than one spatial dimension.

Very interesting and detailed suggestions have been
made to realize gauge field dynamics in atomic systems,
where many proposals concentrate on quantum link mod-
els [6]. In these models the gauge fields are regular-
ized using quantum link variables which have a finite-
dimensional link Hilbert space, and whose dimension is
determined by the number of bosonic atoms residing on
a given link between fermionic atoms in an optical lat-
tice. Since the Hilbert space of a quantum link model
is finite, the mapping to atomic systems is in general
facilitated. Many ground-breaking investigations have
been performed using a small number of bosons per
link [8, 15, 16, 21, 22]. A low-dimensional Hilbert space
also allows one to achieve theoretical estimates based
on diagonalization or tensor network techniques [23, 24].
Since the Hilbert space of QED or QCD itself is infinite-
dimensional, the Hamiltonian formulation of the original
gauge field theory on a spatial lattice [25] can be recov-
ered for a sufficiently large number of bosons1.

In this work we follow Ref. [19] and consider a mix-
ture of bosonic 23Na and fermionic 6Li atoms in a one-
dimensional optical superlattice. We concentrate on the

1 The mapping becomes more involved if only a small number of
bosons per link is employed. In this case, the quantum fields of
the original gauge theory can arise as low-energy effective degrees
of freedom of the theory of quantum links after dimensional re-
duction. More precisely, the quantum fields of a gauge theory in
D dimensions are obtained from a (D + 1)-dimensional theory of
quantum links. To recover one-dimensional QED or QCD would,
therefore, require a two-dimensional quantum link setup where
the extra dimension could also be implemented with the help of
internal degrees of freedom [6].

regime with a large number of bosons residing on each
link, such that the results of the original lattice gauge the-
ory in the continuum limit are recovered. Our discussion
about the range of possible atomic system’s parameters
builds, in particular, upon experiences with related ex-
perimental setups of fermions interacting with coherent
samples of bosonic atoms [26–31]. The other important
ingredient of our investigation concerns benchmark calcu-
lations of the atomic system and of the original gauge the-
ory. Since exact diagonalization techniques are no longer
applicable in this case, we employ powerful functional in-
tegral (FI) techniques [19, 32–35]. They allow us to do ab
initio calculations in an important range of strong-field
phenomena. Reproducing these benchmark results with
future experimental realizations will be a crucial mile-
stone, before new regimes can be explored that are no
longer accessible with classical computational methods.

This publication is organized as follows. In section II
we briefly review QED in 1+1 space-time dimensions,
i.e. the massive Schwinger model. We employ a lat-
tice discretization with staggered fermions to connect
the gauge theory to an atomic model in an optical su-
perlattice with angular momentum conserving scattering
processes. In section III we discuss in detail a possible
experimental implementation of the Schwinger model in
a mixture of bosonic and fermionic atoms, where gauge
invariance requires a correlated hopping of the stag-
gered fermions with the Schwinger bosons residing on
the links. While the basic discussion follows to a large
extent Ref. [16], we concentrate on the implementation in
specific systems with given experimental parameters to
ensure the relevant separation of scales that is required
to suppress contributions from gauge-symmetry violating
states. Moreover, we employ species-dependent lattices
to separate the bosonic and fermionic degrees of free-
dom in order to simplify the experimental realization. In
that section we also translate the basic quantities of the
cold atom system to the fundamental parameters of the
corresponding lattice gauge theory. A set of viable pa-
rameters to be employed in an upcoming experiment is
presented in section IV. The later sections are devoted to
benchmark calculations in order to demonstrate that rel-
evant QED processes can indeed be described using the
available experimental parameters of the atomic setup.
In section V we review the functional integral approach
and derive equations of motion for the cold atom sys-
tem. This method allows us to accurately describe the
nonequilibrium dynamics of coherent bosonic fields cou-
pled to fermions from first principles. In section VI we
study the real-time dynamics of Schwinger pair produc-
tion and string breaking in the cold atom system. This
section is an extension of the pair-production results of
Ref. [19] to the new parameter sets established in this
work, and to the phenomenon of string breaking that has
not been considered in the large boson number regime
of the atomic setup before. We present the dynamics
of various experimentally accessible observables and dis-
cuss the accuracy with which QED can be represented in
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practice by a finite atomic system. We conclude and give
an outlook in section VII.

II. THE SCHWINGER MODEL REVISITED

Quantum electrodynamics for massless fermions in one
spatial dimension (Schwinger model) is an exactly solv-
able field theory [36]. On the other hand, no analytic so-
lution is known for massive fermions (massive Schwinger
model) [37]. From a phenomenological point of view, a
particular interest in this model stems from the fact that
it shares several characteristic aspects with the theory
of strong interactions (QCD) such as spontaneous chi-
ral symmetry breaking or dynamical string breaking (see
e.g. Refs. [38–41]).

Nonperturbative studies of the massive Schwinger
model are typically based on a lattice discretization of
the continuum theory. The construction of a hermitean,
local and translation-invariant lattice theory of fermions
necessarily entails the appearence of unphysical degrees
of freedom, the so-called fermion doublers [42]. One pos-
sibility to resolve this problem is by making the spurious
doubler modes heavy via a Wilson term [43] and we re-
fer to Refs. [32, 33, 44] for numerical studies using this
approach. In this work, we employ the alternative stag-
gered fermion discretization where the Dirac spinor is de-
composed in such a way that the doubler modes can be
disregarded as they decouple. As a consequence, the par-
ticle and antiparticle components reside on neighbouring
lattice sites [25]. The Hamiltonian of the theory is given
by

HKS =
aS
2

∑
n

E2
n +M

∑
n

(−1)nψ†nψn

− i

2aS

∑
n

(
ψ†nUnψn+1 − h.c.

)
, (1)

where aS denotes the lattice spacing and M the fermion
mass [25, 36] and we choose to work in natural units (~ =
c = 1). Here, the staggered fermion field operator ψn,
which resides on lattice sites n, fulfills the canonical anti-
commutation relation {ψn, ψ†m} = δnm. The fermionic
charge operator is defined as

Qn = ψ†nψn +
(−1)n − 1

2
. (2)

Accordingly, the presence of a fermion at an even site is
interpreted as particle (Qn = +1) whereas the absence
of a fermion at an odd site is interpreted as antiparticle
(Qn = −1). The unitary link operator Un and the electric
field operator En act between neighboring lattice sites n
and n+ 1 and obey the commutation relations

[Un, U
†
m] = 0 , (3a)

[En, Um] = gδnmUm , (3b)

where g denotes the gauge coupling. This algebra entails
an infinite-dimensional local Hilbert space. For the U(1)

FIG. 1: Schematic representation of the Hamiltonian (1): The
fermionic modes ψn on each lattice site (orange circles) inter-
act with U(1) variables at each link (En, Un), that connect
neighbouring lattice sites (green clouds).

gauge theory, the Gauss’s law operator

Gn = En − En−1 − gQn (4)

generates local gauge transformations and commutes
with the Hamiltonian [HKS, Gn] = 0.

Quantum link models have been proposed as an al-
ternative formulation of gauge theories for which finite-
dimensional representations of the link algebra exist [45–
47]. Recently, the prospect of constructing quantum sim-
ulators for gauge theories has boosted the interest in
these models as their implementation in atomic systems
could be greatly facilitated. In this approach, the electric
field operator is identified with the z-component of the
quantum spin operator Lz,n,

En → gLz,n , (5)

whereas the link operators are regarded as raising and
lowering operators

Un → [`(`+ 1)]−1/2L+,n , (6a)

U†n → [`(`+ 1)]−1/2L−,n , (6b)

with L±,n = Lx,n ± iLy,n. The quantum spin opera-
tors fulfill the angular momentum algebra [Li,n, Lj,m] =
iδnmεijkLk,n and ` denotes the spin magnitude. Con-
sequently, the commutation relation (3b) is identically
fulfilled, whereas the commutation relation (3a) is no
longer valid if ` is kept finite, but replaced by [Un, U

†
m] =

2δnmEm/[g`(` + 1)] which goes to zero only as ` → ∞.
Only in this limit the unitarity of the link operator Un is
restored again. However, it is central for the whole con-
struction that a finite ` does not affect gauge invariance
as generated by the Gauss’s law operator

Gn → Lz,n − Lz,n−1 −Qn (7)

with the Hamiltonian of the quantum link Schwinger
model

HQL =
g2aS

2

∑
n

L2
z,n +M

∑
n

(−1)nψ†nψn

− i

2aS
√
`(`+ 1)

∑
n

(
ψ†nLn,+ψn+1 − h.c.

)
. (8)

The finite-dimensional representation of the angular mo-
mentum algebra makes its implementation in systems of
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ultracold atoms feasible. For representations with small
`, numerical methods based on diagonalization or tensor
network states provide valuable information about static
and dynamic properties [23, 24, 48–50]. Of course, it is
an important question to understand the connection be-
tween the finite-dimensional representation of cold atom
gauge theories and the infinite-dimensional representa-
tion corresponding to QED. In Ref. [19] the large-` regime
and the convergence to `→∞ results, i.e. QED itself, has
been established using powerful functional integral (FI)
techniques for strong-field phenomena. In section V we
describe the FI approach and apply it to obtain bench-
mark results for the Hamiltonian (8) using parameter sets
motivated by possible experimental realizations.

III. EXPERIMENTAL REALIZATION

Our starting point for the realization of the U(1) gauge
theory coupled to fermionic matter in an ultracold atom
experiment is a genuine interacting gas of fermionic and
bosonic atoms [7]. To facilitate the connection with the
experiments we reintroduce ~ where appropriate. The
bosons φα(x) and fermions ψα(x) fulfill the canonical
commutator and anti-commutator relations, respectively,

[φα(x1), φ†β(x2)] = {ψα(x1), ψ†β(x2)} = δαβδ(x1 − x2) .

(9)
Here, the greek labels α, β denote magnetic hyperfine
states of the atoms. The particles are confined by ex-
ternal potentials and interact via inter- and intra-species
scattering processes. The corresponding Hamiltonian
consists of three parts, H = HT + HV + HI . The ki-
netic part, HT , describes the movement of the atoms,

HT =
~2

2Mb

∫
d3x

∑
α

|∇φα(x)|2

+
~2

2Mf

∫
d3x

∑
α

|∇ψα(x)|2 (10)

with masses Mb and Mf . The potential energy contri-
bution, HV , is determined by the external potentials ac-
cording to

HV =

∫
d3x

∑
α

V bα(x)φ†α(x)φα(x)

+

∫
d3x

∑
α

V fα (x)ψ†α(x)ψα(x) , (11)

whereas the atomic scattering processes are described by

HI =
1

2

∫
d3x

∑
αβγδ

gbαβγδ φ
†
α(x)φ†β(x)φδ(x)φγ(x)

+
1

2

∫
d3x

∑
αβγδ

gfαβγδ ψ
†
α(x)ψ†β(x)ψδ(x)ψγ(x)

+
1

2

∫
d3x

∑
αβγδ

gbfαβγδψ
†
α(x)φ†β(x)φδ(x)ψγ(x) .

(12)

The coupling constants are determined by the scatter-
ing lengths of the inter- and intra-species scattering pro-
cesses. Throughout this work, we indicate purely bosonic
terms by the superscript b, fermionic terms by the su-
perscript f and boson-fermion interactions by the super-
script bf .

In the following, we describe in detail all the steps that
are required so that the gas of fermionic and bosonic
atoms in three spatial dimensions (10) – (12) behaves ac-
cording to the Hamiltonian (8) in one spatial dimension.
To this end, we show how to reduce the dimensionality
from three to one dimensions and how to construct the
staggered lattice for fermions. Afterwards, we describe
how to select only those interactions from (12) that cor-
respond to the gauge-invariant interactions in (8).

A. One-dimensional staggered geometry

The basic ingredient for realizing a one-dimensional
lattice structure with lattice constant a is an optical lat-
tice with tight radial confinement. Employing a laser
frequency which is blue detuned for fermions and red de-
tuned for bosons allows us to place a mesoscopic bosonic
gas on the links between the fermionic lattice sites, as in-
dicated in the left graph of Fig. 2. In fact, the potential
energy contributions (11) can be split into an axial and
radial part,

V sα (x) = V s‖,α(x) + V s⊥,αe
−(y2+z2)/l2s,α . (13)

Here, ls,α denotes the radial confinement length scale,
where we distinguish bosons and fermions by the super-
script s ∈ {b, f}. Owing to tight radial confinement,
the three-dimensional system is effectively rendered one-
dimensional and we employ the product form

φα(x) = ϕb(y)ϕb(z)φα(x) , (14a)

ψα(x) = ϕf (y)ϕf (z)ψα(x) , (14b)

where ϕs(y) and ϕs(z) are the ground state wave func-
tions in the y and z directions, respectively. We assume
that these states are independent of the magnetic quan-
tum number.

To generate a staggered structure for the fermions, the
original optical lattice with period a is superimposed by
an optical superlattice with period 2a, as indicated in
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FIG. 2: Realization of the staggered lattice structure.
The black arrows indicate the dipole lasers which are used
in the experimental setup. (1) Blue/red detuning for
fermions/bosons generates phase-shifted optical potentials for
bosons and fermions with a lattice period a. (2) The superpo-
sition of the lattice with period a by a superlattice of period
2a generates the staggered structure for the fermions.

the right graph of Fig. 2. Owing to the fact that the
frequency of the second laser is tuned closer to resonance
with respect to the fermions than to the bosons, the sec-
ond lattice does practically not affect the bosonic degrees
of freedom. Disregarding the effect of overall confinement
in the axial direction, the axial part of the potential is
then given by

V b‖,α(x) = V b1,α cos2
(2πx

a

)
, (15a)

V f‖,α(x) = V f1,α sin2
(2πx

a

)
+ V f2,α cos2

(πx
a

)
. (15b)

The amplitudes V si,α, i = 1, 2 are determined by the AC
Stark shift of the corresponding magnetic substates α.
The tunneling of bosons between adjacent sites is sup-
pressed by tuning of the laser amplitude. As already
noted in Ref. [16], such a construction is spin-independent
and, hence, distinct from e.g. Ref. [21].

In the following, it is useful to switch to a representa-
tion in terms of localized Wannier functions. To this end,
we first consider the bosonic degrees of freedom and focus
on the two lowest energy bands. By tuning of the laser

amplitude, we may choose V fi,α such that two Wannier

functions wfα,n′p(x) are obtained which are sufficiently

localized in the left (p = L) and right (p = R) minimum
of the elementary cell n′ ∈ {0, . . . , N − 1} with positive
integer N of the optical lattice, respectively. The corre-
sponding expansion of the fermionic field operator reads

ψα(x) =
∑
n′,p

wfα,n′p(x)ψα,n′p . (16)

We note that the total number of bosonic/fermionic
lattice sites is 2N and we will label them by n ∈
{0, . . . , 2N − 1}. Similarly, we may expand the bosonic
field operators, φα(x) =

∑
n′,p w

b
α,n′p(x)φα,n′p, where the

Wannier functions wbα,n′p(x) are again localized in the
two minima of the elementary cell. In fact, the structure

of the superlattice suggests the definition

ψ2n′,α ≡ ψα,n′L , ψ2n′+1,α ≡ ψα,n′R , (17a)

φ2n′,α ≡ φα,n′L , φ2n′+1,α ≡ φα,n′R . (17b)

We note that the kinetic energy contributions (10) are
suppressed since the Wannier functions that correspond
to the different minima in the optical lattice do not have
a sizable overlap (cf. also section IV).

B. Angular momentum conservation

In the previous section, we reviewed how the potential
energy (11) can be used to generate the staggered lattice
structure. Moreover, is was noted that the kinetic energy
(10) is suppressed due to the localization of the Wannier
functions at the potential minima. To ensure local gauge
invariance and create dynamics in the cold atom system,
we have to tune the interaction Hamiltonian (12) such
that only a selection of terms contributes. In the follow-
ing, we discuss all interaction terms in more detail and
explain the connection between the various scattering
lengths and coupling constants gsαβγδ for s ∈ {b, f, bf}.
For pedagogical reasons, we discuss the construction in
free space first and take into account the lattice later.

We suppose that the inter- and intra-species interac-
tions of bosons and fermions are local and conserve angu-
lar momentum. Specifically, we consider bosonic degrees
of freedom with spin fb = 1 and fermionic degrees of
freedom with spin ff = 1/2. Therefore, the two-particle
potentials are given by

V s(x1,x2) = δ(x1 − x2)
∑
Fs

gs,FsPFs , (18)

where the total spin can take the values Fb ∈ {0, 2},
Ff ∈ {0, 1} and Fbf ∈ {1/2, 3/2} [51]. The interac-
tion strengths gs,Fs are related to the s-wave scattering
lengths as,Fs via

gs,Fs =
2π~2as,Fs
Mr,s

. (19)

Here Mr,s denotes the reduced mass of the two scattering
partners. In general, the projector PF for two particles
with individual spins f1 and f2 on the subspace with total
spin F can be written as

PF =
∑
M

|f1, f2;F ,M〉 〈f1, f2;F ,M | , (20)

where M ∈ {−F ,−F + 1, . . . ,F − 1,F} are the possible
magnetic quantum numbers. We may relate the inter-
action strengths gs,Fs to the constants appearing in the
interaction part of the Hamiltonian (12) according to

gsαβγδ =
∑
Fs

∑
M

gs,Fs 〈f1;α; f2;β|f1, f2;Fs,M〉

× 〈f1, f2;Fs,M |f1; γ; f2; δ〉 . (21)



6

FIG. 3: The application of a B-field and rf-dressing splits
the superlattice for the individual magnetic substates of the
bosons and fermions.

Here, 〈f1;α; f2;β|f1, f2;Fs,M〉 are the Clebsch-Gordan
coefficients for coupling the individual spins f1 and f2

to the total spin Fs. Specifically, we have f1 = f2 = 1
for boson-boson interactions (s = b), f1 = f2 = 1/2 for
fermion-fermion interaction (s = f) and f1 = 1/2, f2 = 1
for boson-fermion interaction (s = bf).

Following along the lines of the previous section, we
reduce the three-dimensional system to a setup with ef-
fectively one spatial dimension and expand the field oper-
ators in terms of Wannier functions. Using a compact no-
tation, where n = (n1, n2, n3, n4) denotes the site indices
and µ = (α, β, γ, δ) the magnetic quantum numbers, we
can write for the interaction part of the Hamiltonian:

HI =
1

2

∑
n,µ

U bng
b
µφ
†
n1,αφ

†
n2,β

φn4,δφn3,γ

+
1

2

∑
n,µ

Ufng
f
µψ
†
n1,αψ

†
n2,β

ψn4,δψn3,γ

+
1

2

∑
n,µ

U bfn gbfµ ψ†n1,αφ
†
n2,β

φn4,δψn3,γ . (22)

The coupling constants Usn are determined by the dimen-
sional reduction and the explicit form of the overlap inte-
grals of the Wannier functions, as given in Appendix A.

Based on this interaction Hamiltonian, we see that a
plethora of possible interaction terms are generated in
general. In order to realize the Hamiltonian (8), how-
ever, we have to guarantee that only specific terms con-
tribute that respect the gauge symmetry. To this end, we
use the fact that the application of an appropriate mag-
netic field and radio-frequency (rf) dressing allows for a
selection of a small number of relevant interaction terms,
whereas all other contributions become suppressed. We
emphasize that this selection is achieved by the unequal
shift of the bosonic and fermionic energy levels, as de-
picted in Fig. 3. Most notably, this procedure results in
the bosonic spin exchange with the simultaneous fermion
hopping that corresponds to the gauge-invariant interac-
tion term in (8). We note that this selection process
does not exclude elastic scattering terms, i.e. scattering

FIG. 4: The selection procedure results in the correlated
bosonic spin exchange with a fermionic hopping in the super-
lattice. Note that the inverse process is allowed as well.

processes without changing the individual spins of the
atoms.

All bosonic states are prepared in αb = {−1, 0} states
whereas the fermionic degrees of freedom are generated in
the staggered configuration with αf = 1/2 on even sites
and αf = −1/2 on odd sites. As a consequence, interac-
tions including the αb = 1 sector, which are allowed in
principle, are suppressed at all times if initialized accord-
ingly. We further elaborate on this issue in the following
sections.

C. Bosonic intra-species interactions

In this section, we discuss the intra-species interaction
terms of bosons in more detail. Owing to localization
in the optical lattice, only on-site interactions of bosons
contribute, i.e. U bn 6= 0 for n = (n, n, n, n) and all others
effectively vanish. Accordingly, the relevant part of the
purely bosonic term in the interaction Hamiltonian (22)
is given by

Hb
I =

1

2

∑
n,µ

U bng
b
µφ
†
n,αφ

†
n,βφn,δφn,γ , (23)

where all entries of µ = (α, β, γ, δ) may take values
αb ∈ {−1, 0}. Again, we note that we disregard terms
including the magnetic substates αb = 1 which are ex-
cluded by the spin conservation if initialized accordingly.
The interaction term (23) reads

Hb
I =

1

2

∑
n

U bn

(
gb,2 φ

†
n,−1φ

†
n,−1φn,−1φn,−1

+
gb,0 + 2gb,2

3
φ†n,0φ

†
n,0φn,0φn,0

+2gb,2 φ
†
n,0φ

†
n,−1φn,−1φn,0

)
, (24)

where the coupling constants result from (21) and we
assumed that the overlap integrals U bn are the same for
all terms. For later convenience, we denote the bosonic
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degrees of freedom on even sites as φ2n,−1 ≡ d2n and
φ2n,0 ≡ b2n, whereas we interchange their role on odd
sites such that φ2n+1,−1 ≡ b2n+1 and φ2n+1,0 ≡ d2n+1.
In fact, the bosons bn and dn can be understood as
Schwinger bosons [52] with the identification

L+,n = b†ndn , L−,n = d†nbn , (25a)

Lz,n =
1

2
(b†nbn − d†ndn) , (25b)

which constitute a representation of the angular momen-
tum algebra [Li,n, Lj,m] = iδnmεijkLk,n with L±,n =
Lx,n ± iLy,n. The constraint 2` = b†nbn + d†ndn is ful-
filled because the hopping of bosons between neighboring
sites n→ n± 1 is suppressed. The bosonic intra-species
interaction Hamiltonian is then given by

Hb
I =

gb,0 − gb,2
6

U bn
∑
n

L2
z,n + ∆b,0

∑
n

(−1)nLz,n , (26)

where we disregarded an irrelevant constant and intro-
duced the abbreviation ∆b,0 ≡ (2`− 1)

gb,0−gb,2
6 U bn.

D. Fermionic intra-species interaction term

In this section, we discuss the intra-species interaction
terms of fermions in more detail. Again, only on-site in-
teraction terms contribute owing to localization such that
Ufn 6= 0 only for n = (n, n, n, n). Taking into account the
Clebsch-Gordon coefficients, the purely fermionic term in
the interaction Hamiltonian (22) can be reduced accord-
ing to

Hf
I =

∑
n

Ufngf,0ψ
†
n,1/2ψ

†
n,−1/2ψn,−1/2ψn,1/2 . (27)

In general, this four-fermion interaction term influences
the dynamics. However, the contribution can be written
as a density-density interaction

Hf
I =

∑
n

Ufngf,0ρn,1/2ρn,−1/2 (28)

between αf = −1/2 and αf = 1/2 particles with den-

sity operators ρn,±1/2 = ψ†n,±1/2ψn,±1/2. Restricting our-

selves to an initial state |Ψ〉 with only αf = 1/2 particles
on even sites and only αf = −1/2 particles on odd sites,

one immediately finds that Hf
I |Ψ〉 = 0. Consequently,

this four-fermion interaction does not contribute to the
time evolution due to an appropriate initial-state prepa-
ration.

E. Inter-species interaction term

Regarding the fermion-boson scattering contributions
to the Hamiltonian (22), we have to consider both the

spin exchange process as well as elastic scattering pro-
cesses. According to the interaction selection process de-
scribed above, the spin exchange term that involves the
correlated hopping of fermions and bosons is given by

Hbf
Ise

=
1

2

∑
n′

U bfn gbfµ (ψ†2n,αφ
†
2n,βφ2n,δψ2n+1,γ

+ ψ†2n,αφ
†
2n−1,βφ2n−1,δψ2n−1,γ + h.c.

)
, (29)

with µ = (α, β, γ, δ) = (−1/2, 0, 1/2,−1). The first term
corresponds to Fig. 4a whereas the second term is shown
in Fig. 4b. According to (21), the coupling constant for
this specific scattering process is given by

gbfµ =

√
2

3

(
gbf,3/2 − gbf,1/2

)
. (30)

We emphasize that the spin exchange term does not
change the staggered occupation of fermions such that
the four-fermion term (27) still does not contribute. We
anticipate that this applies to the elastic scattering terms
as well. Accordingly, the fermions are completely deter-
mined by their parity (even/odd sites) and we may there-
fore drop the spin label completely, such that

ψ2n ≡ ψ2n,−1/2 , ψ2n+1 ≡ ψ2n+1,1/2 . (31)

Employing the Schwinger boson representation and tak-
ing into account that the overlap integral U bfn does not
depend on the specific lattice site n, the spin exchange
Hamiltonian can be written as

Hbf
Ise

=
1

2
U bfn gbfµ

∑
n

(
ψ†nL+,nψn+1 + h.c.

)
. (32)

The elastic scattering processes, on the other hand, are
given by

Hbf
Iel

=
1

2

∑
n′,β

U bfn gbfµ ψ†2nφ
†
2n,βφ2n,βψ2n

+
1

2

∑
n′,β

U bfn gbfµ ψ†2nφ
†
2n−1,βφ2n−1,βψ2n

+
1

2

∑
n′,β

U bfn gbfµ ψ†2n+1φ
†
2n,βφ2n,βψ2n+1

+
1

2

∑
n′,β

U bfn gbfµ ψ†2n+1φ
†
2n+1,βφ2n+1,βψ2n+1 , (33)

where β ∈ {−1, 0}. We note that the coupling constants
gbfµ still depend on the magnetic substates and are, there-
fore, not identical for the different terms. Moreover, we
find that each U bfn is independent of n in (33), and iden-

tical in the first and second line (further denoted by U bfn1)
as well as in the third and fourth line (further denoted

by U bfn3), cf. Appendix A. For the first term in (33) with
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µ = (−1/2, β,−1/2, β), we obtain

Hbf
Iel,1

=
gbf,1/2 + 2gbf,3/2

6

∑
n′

U bfn1ψ
†
2nb
†
2nb2nψ2n

+
gbf,3/2

2

∑
n′

U bfn1ψ
†
2nd
†
2nd2nψ2n , (34)

where we used (21) again. The second term in (33) is
the same as the first one upon replacing b2n → d2n−1

and d2n → b2n−1. The third term in (33), however, is
different owing to µ = (1/2, β, 1/2, β) corresponding to
the different fermionic parity and reads

Hbf
Iel,3

=
gbf,1/2 + 2gbf,3/2

6

∑
n′

U bfn3ψ
†
2n+1b

†
2nb2nψ2n+1

+
2gbf,1/2 + gbf,3/2

6

∑
n′

U bfn3ψ
†
2n+1d

†
2nd2nψ2n+1 .

(35)

The fourth term in (33) is the same as the third one upon
replacing b2n → d2n+1 and d2n → b2n+1. Employing
the Schwinger-boson representation b†nbn = `+ Lz,n and
d†ndn = `− Lz,n, the first term (34) can be written as

Hbf
Iel,1

=
gbf,1/2 − gbf,3/2

6

∑
n′

U bfn1ψ
†
2nψ2nLz,2n

+
gbf,1/2 + 5gbf,3/2

6
`
∑
n′

U bfn1ψ
†
2nψ2n . (36)

Similarly, the third term (35) is given by

Hbf
Iel,3

=
gbf,3/2 − gbf,1/2

6

∑
n′

U bfn3ψ
†
2n+1ψ2n+1Lz,2n

+
gbf,1/2 + gbf,3/2

2
`
∑
n′

U bfn3ψ
†
2n+1ψ2n+1 , (37)

and similar expressions are also obtained for the second
and fourth term by replacing Lz,2n → −Lz,2n∓1. Ac-
cordingly, we obtain a contribution

Hbf
Iel,Lz

= g̃bf
∑
n′

U bfn3ψ
†
2n+1ψ2n+1 (Lz,2n+1 − Lz,2n)

+ g̃bf
∑
n′

U bfn1ψ
†
2nψ2n (Lz,2n − Lz,2n−1) (38)

with g̃bf = (gbf,1/2 − gbf,3/2)/6 that does not appear in
the target Hamiltonian (8). The difference of the Lz
operators can be expressed in terms of the Gauss’s law
operator, Lz,n−Lz,n−1 = Gn+ψ†nψn+[(−1)n−1]/2. Any
term proportional to Gn exactly vanishes upon acting
on physical states so that we can disregard them. In
summary, the elastic scattering terms result in bilinear,
parity-dependent fermionic contributions that account to
the potential energy of the fermions:

Hbf
Iel

= U bfn3

(
(gbf,1/2 + gbf,3/2)`+ g̃bf

)∑
n′

ψ†2n+1ψ2n+1

+ U bfn1

(gbf,1/2 + 5gbf,3/2

3
`+ g̃bf

)∑
n′

ψ†2nψ2n . (39)

F. Cold-atom QED Hamiltonian

Summing up all contributions that originate from the
kinetic, potential and interaction terms, the cold-atom
QED Hamiltonian takes the form

H =
gb,0 − gb,2

6
U bn
∑
n

L2
z,n + ∆b,0

∑
n

(−1)nLz,n

+
1

2
U bfn gbfµ

∑
n

(
ψ†nL+,nψn+1 + h.c.

)
+
∑
n

(
V fn ψ

†
nψn + V bn b

†
nbn + V dn d

†
ndn

)
. (40)

The terms in the last line include the potential energy
contributions, in particular the energy due to the trap-
ping of the atoms as well as the bilinear term (39).
Again, we emphasize that the fermionic contribution
V fn depends on the parity of n. Introducing the en-

ergy difference ∆f according to V f2n = V f0 − ∆f/2 and

V f2n+1 = V f0 +∆f/2, the fermionic potential contribution
is given by

Hf
V = V f0

∑
n

ψ†nψn −
∆f

2

∑
n

(−1)nψ†nψn . (41)

Owing to total particle number conservation, the first
term does not contribute to the dynamics and can thus
be disregarded. The bosonic potential term is treated
in a similar fashion. In fact, defining ∆b,1 according to
V bn = V b0 +(−1)n∆b,1/2 and V dn = V b0 − (−1)n∆b,1/2 and
using Lz,n = (b†nbn − d†ndn)/2, we obtain

Hb
V = ∆b,1

∑
n

(−1)nLz,n , (42)

where we disregarded an irrelevant constant proportional
to V b0 which only depends on `. Adding the second con-
tribution in (40) and defining ∆b ≡ ∆b,0+∆b,1, we obtain

Hb
V + ∆b,0

∑
n

(−1)nLz,n = ∆b

∑
n

(−1)nLz,n . (43)

Comparison of the cold-atom QED Hamiltonian with the
target Hamiltonian (8) then shows that we have a term
linear in Lz,n. However, this term does not contribute.
To see this, we transform the Hamiltonian into the inter-
action picture. To this end, we split the cold-atom QED
Hamiltonian into two parts, H = H0 +H1, with

H0 = ∆b

∑
n

(−1)n
(
Lz,n −

1

2
ψ†nψn

)
, (44a)

H1 = χBB
∑
n

L2
z,n + ∆

∑
n

(−1)nψ†nψn

+
χBF

2

∑
n

(
ψ†nL+,nψn+1 + h.c.

)
. (44b)

Here, we introduced the detuning 2∆ ≡ ∆b−∆f , the ef-
fective boson self-interaction χBB and the boson-fermion
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interaction χBF ,

χBB =
gb,0 − gb,2

6
U bn , (45a)

χBF =

√
2(gbf,3/2 − gbf,1/2)

3
U bfn . (45b)

The index n is the same as in (23) and (29) and the
overlaps Un are determined in (A11) of the appendix.
Upon acting with the unitary transformation U(t) =
exp(−iH0t), it is straightforward to show that H ′1 =
U†(t)H1U(t). Performing the canonical transformation
ψn → (−i)nψn, we can finally identify H ′1 with the quan-
tum link Hamiltonian (8)

HQL =
g2aS

2

∑
n

L2
z,n +M

∑
n

(−1)nψ†nψn

− i

2aS
√
`(`+ 1)

∑
n

(
ψ†nL+,nψn+1 − h.c.

)
(46)

where we introduced the abbreviations

χBB
∆
≡ g2aS

2M
, (47a)

χBF
∆
≡ 1

aSM
√
`(`+ 1)

, (47b)

and time is measured in units of M instead of ∆. We
note that we have to take the limit ` → ∞ in order
to recover the Hamiltonian formulation of lattice QED
corresponding to (1).

IV. MICROSCOPIC PARAMETERS

At this point, we are now able to determine the acces-
sible parameters for an experimental implementation of
the Schwinger model via a mixture of bosonic 23Na and
fermionic 6Li atoms [30], which is determined by the pa-
rameters χBB , χBF , ∆ and the occupation numbers of
the links.

The wave functions that appear in the overlap inte-
grals for χBF and χBB are determined by the lattice

spacing a, the lattice depths V b, V f1 and V f2 appearing
in (15), the difference of scattering lengths that drives
the spin-changing collisions as well as the atomic den-
sity on each site. For Na + Na in the fb = 1 man-
ifold, one obtains ab,0 − ab,2 = 5 a0 [53], where a0 is
the Bohr radius. For the Na + Li collisions, we have
abf,3/2 − abf,1/2 = 0.9 a0 [54]. Further, we choose a =

4 µm, V b1 = 20ER, V f1 = 2.76ER and V f2 = −1.85ER

with the recoil energy ER = ~2

2Mb

(
2π
a

)2
. Here the num-

ber of lattice sites can range from a few sites up to
N . 100, where the limit arises typically due to dif-
ferent experimental constraints. A judicious choice of
the orthogonal confinement allows us to use the same
wave function for bosons and fermions in the orthogonal

direction ϕs(y) = ϕs(z) with ω⊥/2π = 5 kHz. This po-
tential results in χBF /h = 0.05 Hz, χBB/h = 0.58 Hz.
We choose the occupation of the bosonic links to be
NB ≈ 100 atoms per well, such that the estimated time
scale for three-body loss is of the order of several sec-
onds. This means that the Bose-Fermi coupling will be
typically of the order of χBFNB/h ≈ 5 Hz. It will lead to
a hopping of fermions between neighboring lattice sites
if the detuning is not too large and we therefore choose
a detuning of ∆/h ≈ 10 Hz. Further, the chosen experi-
mental parameters ensure that the bosonic and fermionic
tunneling JB/h ≈ 0.25 Hz, JF /h ≈ 0.25 Hz (see appendix
(A12)) is ten times slower than the expected gauge field
dynamics. So we can indeed neglect the direct tunneling
for a description of the cold-atom system as done in the
previous derivation.

Given the microscopic parameters of the model, we
have in mind applications to strong-field phenomena such
as Schwinger pair production or string breaking, for
which we aim to perform benchmark simulations of the
cold-atom Hamiltonian (40). To study Schwinger pair
production, the electric field E is supposed to exceed the
critical field strength Ec = M2/g such that the ampli-
tude E/Ec & 1. In the atomic system, this is given by

g2Lz
M2

=

√
`(`+ 1)(Nb −Nd)χBFχBB

∆2
(48)

with Nb = 〈b†nbn〉 and Nd = 〈d†ndn〉. Further, we ap-

proximate
√
`(`+ 1) ≈ NB/2 and Nb − Nd ≈ NB . The

achievable electric field exceeds the critical field strength
with E/Ec ≈ 1.5 for the given experimental parameters.

This puts the exciting prospect of studying Schwinger
pair production using ultracold atoms within reach of
current experimental techniques. For a successful quan-
tum simulation of Schwinger pair production, however, it
does not suffice to implement only the appropriate Hamil-
tonian. Additionally, we also need to verify (i) that a
proper initial state can be prepared, (ii) that the QED
dynamics is indeed accessible to the experimental proto-
col, and (iii) that we can read-out the relevant quantities
experimentally. In fact, all these requirement can be ful-
filled with current experimental techniques for a range of
important strong-field phenomena, as further described
in section VI B.

V. FUNCTIONAL INTEGRAL APPROACH

In this section we outline the functional integral (FI)
method to investigate the real-time dynamics of fermions
coupled to bosonic fields and for convenience we perform
the following theoretical calculations in natural units.
Since identical fermions cannot occupy the same state,
their quantum nature is highly relevant and a consistent
quantum theory of nonequilibrium Schwinger pair pro-
duction including backreactions is envisaged. Based on
the defining functional integral of the quantum theory, a
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systematic expansion can be achieved where the correc-
tions are given in terms of a small (dimensionless cou-
pling) parameter for strong-field phenomena as reviewed
in Ref. [34]. At lowest order in this expansion one re-
covers a classical-statistical field theory for bosonic fields
or the so-called Truncated Wigner approximation. The
inclusion of fermions requires to go beyond lowest or-
der, which we describe below and apply to the cold-atom
Hamiltonian (46) in section VI. To study the strong-field
regime of QED, the field strength needs to be of the or-
der of the critical field Ec = M2/g. The corresponding
cold atom setup is characterized by Ec = g|Nb−Nd|/2 ∼
M2/g, where Nb, Nd denote the number of atoms in the
Bose-Einstein condensates. For Nb, Nd ∼ O(`) � 1, the
FI approach of Refs. [32, 34, 44, 55, 56] allows us to study
the dynamics in this regime.

To make contact with the Truncated Wigner approach,
we start from a purely bosonic theory [57]. The expecta-
tion value of an observable O is given by the trace

〈O(t)〉 ≡ Tr {Oρ(t)} , (49)

where the time-dependent density operator ρ(t) in the
Schrödinger picture obeys the von-Neumann equation

i∂tρ(t) = [H, ρ(t)] . (50)

Its discretized version

ρ(t+ ∆t) = ρ(t)− i∆t[Hρ(t)− ρ(t)H] (51)

may be used as a starting point for deriving a functional
integral expression of the time evolution for the density
matrix. We perform a Wigner transformation of the dis-
cretized von-Neumann equation (51)

ρW (ϕ1; t1) = ρW (ϕ1; t0)

− i∆t[(Hρ)W (ϕ1; t0)− (ρH)W (ϕ1; t0)] , (52)

where the transformation only acts on bosonic degrees
of freedom in the density matrix and the Hamiltonian.
The Wigner transform, which depends on the center field
ϕ1, is denoted by ( · )W , and we refer to appendix B for
further details. Here, ϕ1 may carry additional indices
that will be suppressed in the following. We emphasize
that there are no operators present anymore as they are
replaced by c-number variables. Employing the product
formula for the Wigner transform (B7), the last equation
can be written as

ρW (ϕ1; t1) =

∫
d2ϕ0

π

∫
d2η1

π
ρW (ϕ0; t0)

× exp {η∗1(ϕ0 − ϕ1)− η1(ϕ∗0 − ϕ∗1)}

× exp
{
− i∆t

[
HW (ϕ1 + 1

2η1)−HW (ϕ1 − 1
2η1)

]}
.

(53)

The product formula of Wigner transforms introduces
an additional integration with respect to the difference
field η1. The naming ’center field’ and ’difference field’

is motivated by the Schwinger-Keldysh formalism as re-
viewed in Ref. [34], in which the fields on the forward and
backward branch of the closed-time path correspond to
ϕ± = ϕ ± η/2. Iterating this expression, we obtain the
functional integral representation

ρW (ϕN ; tN ) =

N−1∏
k=0

∫
d2ϕk
π

N∏
k=1

∫
d2ηk
π

ρW (ϕ0; t0)

× exp
{ N∑
k=1

η∗k(ϕk−1 − ϕk)− ηk(ϕ∗k−1 − ϕ∗k)
}

× exp
{
− i∆t

N∑
k=1

[
HW (ϕk+ 1

2ηk)−HW (ϕk− 1
2ηk)

]}
(54)

with tN = t0 +N∆t. The exponent in the last expression
can be written as

iS[ϕ, η] ≡ i∆t
N∑
k=1

[
iη∗k

ϕk − ϕk−1

∆t
−HW (ϕk+ 1

2ηk)

]

− i∆t
N∑
k=1

[
iηk

ϕ∗k − ϕ∗k−1

∆t
−HW (ϕk− 1

2ηk)

]
,

(55)

which is a discretized version of the Schwinger-Keldysh
action. Expanding the Hamiltonian up to linear order in
the difference field ηk,

HW (ϕk ± 1
2ηk) =

HW (ϕk)± ∂HW (ϕk)

∂ϕk

ηk
2
± ∂HW (ϕk)

∂ϕ∗k

η∗k
2

+O(η2
k) , (56)

we obtain

ρW (ϕN ; tN ) =

N−1∏
k=0

∫
d2ϕk
π

N∏
k=1

∫
d2ηk
π

ρW (ϕ0; t0)

× exp
{ N∑
k=1

η∗k(ϕk−1 − ϕk)− ηk(ϕ∗k−1 − ϕ∗k)
}

× exp
{
− i∆t

N∑
k=1

[∂HW (ϕk)

∂ϕk
ηk +

∂HW (ϕk)

∂ϕ∗k
η∗k

]}
.

(57)

Within this approximation, the difference field ηk can be
integrated out as it appears only linearly in the exponent.
This gives

ρW (ϕN ; tN ) =

N−1∏
k=0

∫
d2ϕk
π

ρW (ϕ0; t0)

N∏
k=1

δ(f(ϕk, ϕk−1)) .

(58)

The arguments of the complex Dirac-delta functions

f(ϕk, ϕk−1) = ϕk−1 − ϕk − i∆t
∂HW (ϕk)

∂ϕ∗k
(59)
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impose the discrete time evolution equation [57]

i
ϕk − ϕk−1

∆t
=
∂HW (ϕk)

∂ϕ∗k
. (60)

In fact, this equation can be solved implicitly, such that
ϕk = g(ϕk−1). To actually integrate out ϕk for k ∈
{0, . . . , N − 1}, we have to change the argument of the
delta function, such that

δ (f(ϕk, ϕk−1)) =

∣∣∣∣ ∂(f, f∗)

∂(ϕk, ϕ∗k)

∣∣∣∣−1

δ (ϕk − g(ϕk−1)) .

(61)

A similar derivation can be performed for real scalar field
theories [58]. The Jacobi determinant takes the form∣∣∣∣ ∂(f, f∗)

∂(ϕk, ϕ∗k)

∣∣∣∣ = |1 + i∆tK| = 1 +O(∆t2) , (62)

where we used

det(1 + εK) = 1 + εTrK +O(ε2) (63)

with

K =


∂2HW (ϕk)

∂ϕ∗k∂ϕk

∂2HW (ϕk)

∂ϕ∗k∂ϕ
∗
k

−∂
2HW (ϕk)

∂ϕk∂ϕk
−∂

2HW (ϕk)

∂ϕ∗k∂ϕk

 (64)

and ε being a small number. This shows that the Jacobi
determinant does not contribute [59], since it affects the
dynamics only at order O(∆t2). The Wigner function
ρW (ϕN ; tN ) for arbitrary times tN is obtained by sam-
pling over initial conditions ϕ0, which are then evolved
by (60). Expectation values of bosonic observables O are
then given by

〈O(t)〉 =

∫
d2ϕN
π

ρW (ϕN ; tN )OW (ϕN ) . (65)

A. Interacting boson-fermion theory

We now include the quantum corrections induced by
the coupling to the fermions. Here, Wigner transforms
are only calculated with respect to the bosonic variables
whereas the fermionic operators and their appropriate
time-ordering still has to be taken into account. For the
sake of simplicity, we denote the fermionic fields by ψ and
emphasize that they carry additional indices which will
be suppressed in the following. Furthermore, we assume
that the Hamiltonian H = HB + HF can be separated
into a purely bosonic part HB and a quadratic fermionic
part, HF = ψ†hFψ, where hF is a matrix and may con-
tain bosonic degrees of freedom.

The Wigner transform of the discretized time evolution
equation (51) for a single time step is now given by

ρW (ψ,ϕ1; t1) =

∫
d2ϕ0

π

∫
d2η1

π

× exp {η∗1(ϕ0 − ϕ1)− η1(ϕ∗0 − ϕ∗1)}

× exp
{
− i∆tHW (ψ,ϕ1 + 1

2η1)
}
ρW (ψ,ϕ0; t0)

× exp
{
i∆tHW (ψ,ϕ1 − 1

2η1)
}
, (66)

where we emphasize again that the Wigner transform
HW (ψ,ϕ) depends on both fermionic operators ψ and
c-number variables ϕ. Iterating this expression, we ob-
tain again a functional integral representation of the time
evolution of the Wigner function

ρW (ψ,ϕN ; tN ) =

N−1∏
k=0

∫
d2ϕk
π

N∏
k=1

∫
d2ηk
π

× exp
{ N∑
k=1

η∗k(ϕk−1 − ϕk)− ηk(ϕ∗k−1 − ϕ∗k)
}

× T exp
{
− i∆t

N∑
k=1

HW (ψ,ϕk + 1
2ηk)

}
ρW (ψ,ϕ0; t0)

× T̄ exp
{
i∆t

N∑
k=1

HW (ψ,ϕk − 1
2ηk)

}
, (67)

where we introduced the time ordering operator T and
the anti-time ordering operator T̄ . Based on the assump-
tion that H = HB+HF , we may also separate its Wigner
transform into a purely bosonic and a fermionic contri-
bution

HW (ψ,ϕk) = HBW (ϕk) +HFW (ψ,ϕk) . (68)

Furthermore, we assume that the initial density ma-
trix factorizes into a purely bosonic part ρB as well as
a purely fermionic contribution ρF . Accordingly, the
Wigner transform at initial times only affects the bosonic
part, such that

ρW (ψ,ϕ0; t0) = ρBW (ϕ0; t0)ρF (ψ; t0) . (69)

also factorizes. However, the factorization property of
the density matrix may be lost during the time evolu-
tion. We integrate out the fermions to get the time evo-
lution of bosonic observables OB . Denoting the trace
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over fermionic operators by TrF , we obtain

TrF ρW (ψ,ϕN ; tN )=

N−1∏
k=0

∫
d2ϕk
π

N∏
k=1

∫
d2ηk
π

ρBW (ϕ0; t0)

× exp
{ N∑
k=1

η∗k(ϕk−1 − ϕk)− ηk(ϕ∗k−1 − ϕ∗k)
}

× exp
{
−i∆t

N∑
k=1

[
HBW (ϕk+ 1

2ηk)−HBW (ϕk− 1
2ηk)

]}
× TrF

[
T exp

{
− i∆t

N∑
k=1

HFW (ψ,ϕk + 1
2ηk)

}
× ρF (ψ, t0)T̄ exp

{
i∆t

N∑
k=1

HFW (ψ,ϕk − 1
2ηk)

}]
. (70)

Owing to the fact that the purely bosonic part is the
same as in (54), we focus on the fermionic contributions
in the following. Since HF is taken to be quadratic in
the fermionic operators, it is convenient to introduce the
abbreviation

ψ†hFW (ϕ)ψ ≡ HFW (ψ,ϕ) . (71)

Here, hFW (ϕ) is a matrix that only depends on bosonic
variables but not on fermionic operators. Further, we
introduce ϕ±k as the linear combination of center field ϕk
and difference field ηk,

ϕ±k = ϕk ± 1
2ηk , (72)

and we assume that the initial fermionic density matrix
can be written as

ρF = Z−1 exp[ψ†hFW (ϕ0)ψ] , (73)

where Z is an appropriate normalization. By utilizing
the identity [60]

TrF e
ψ†M1ψ . . . eψ

†Mnψ = det(1 + eM1 . . . eMn) (74)

with matrices Mk for k = 1, . . . , n, we may explicitly
perform the fermionic trace in (70). Introducing the evo-
lution matrix

Sk,m(ϕ) ≡ e−i∆t hFW (ϕk) . . . e−i∆t hFW (ϕm) , (75)

where Sk,m(ϕ) depends on the string of fields ϕk, ..., ϕm
for k ≥ m, we obtain

TrF
[
T exp{. . .}ρF (ψ; t0)T̄ exp{. . .}

]
=

Z−1 exp Tr log
(
1 + SN,1(ϕ+)ehFW (ϕ0)S†N,1(ϕ−)

)
(76)

for the last two lines of (70). For later convenience, we
also define the fermionic propagator

Dk ≡ D(t+ k∆t) = Sk,1(ϕ)(1 + e−hFW (ϕ0))−1S†k,1(ϕ) ,

(77)

whose time evolution at order O(∆t) is governed by

Dk+1 −Dk = i∆t [Dk, hFW (ϕk+1)] . (78)

The components of Dk can be identified with the equal-
time correlation function 〈ψ†mψn〉 as will be shown be-
low. This discrete equation can be solved via a mode
expansion of the operator ψm as illustrated in Ref. [34].
Knowing the mode functions then allows one to compute
fermionic correlation functions.

The expansion of the Tr log in (76) up to linear order
in the difference field ηk then yields

TrF ρW (ψ,ϕN ; tN )=

N−1∏
k=0

∫
d2ϕk
π

N∏
k=1

∫
d2ηk
π

ρBW (ϕ0; t0)

×exp
{ N∑
k=1

η∗k(ϕk−1 − ϕk)− ηk(ϕ∗k−1 − ϕ∗k)
}

×exp
{
− i∆t

N∑
k=1

[∂HBW (ϕk)

∂ϕk
+ Tr

(∂hFW (ϕk)

∂ϕk
Dk

)]
ηk

}
×exp

{
− i∆t

N∑
k=1

[∂HBW (ϕk)

∂ϕ∗
+ Tr

(∂hFW (ϕk)

∂ϕ∗k
Dk

)]
η∗k

}
.

(79)

Since the difference field ηk appears only linearly in the
exponent, we may integrate it out again. As compared
to the purely bosonic case, cf. (60), the resulting com-
plex Dirac-delta function now impose the discrete time
evolution equation [61]

i
ϕk − ϕk−1

∆t
=
∂HW (ϕk)

∂ϕ∗k
+ Tr

(
∂hFW (ϕk)

∂ϕ∗k
Dk

)
, (80)

which is implicitly solved via ϕk = g̃(ϕk−1). As in the
purely bosonic case, the Jacobi determinant does not
contribute at leading order. Accordingly, the Wigner
function ρW (ϕN ; tN ) is obtained by sampling over ini-
tial conditions and subsequent time evolution of ϕ and
D according to (80) and (78), respectively.

Finally, to calculate the expectation value of bilinear
fermionic observablesOF = ψ†Aψ with A being a matrix,
we consider

〈OF (t)〉 = Tr{ψ†Aψ ρ(t)}

=

∫
d2ϕN
π

TrF
{
ψ†Aψ ρW (ψ,ϕN ; t)

}
. (81)

While the bosonic contributions are identical to (70), the
fermionic trace now takes the form

TrF

[
ψ†Aψ T exp

{
− i∆t

N∑
k=1

HFW (ψ,ϕk + 1
2ηk)

}
× ρF (ψ; t0)T̄ exp

{
i∆t

N∑
k=1

HFW (ψ,ϕk − 1
2ηk)

}]
.

(82)
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Utilizing the identity

TrF ψ
†Aψ eψ

†M1ψ . . . eψ
†Mnψ =

det(1 + eM1 . . . eMn) Tr{(1 + e−Mn . . . e−M1)−1A} ,
(83)

we may again perform the fermionic trace explicitly. Ex-
panding the exponent up to linear order in the response
field ηk while setting it to zero otherwise, we finally ob-
tain

〈OF (tN )〉 =

N∏
k=0

∫
d2ϕk
π

ρBW (ϕ0; t0)

×
N∏
k=1

δ(ϕk − g̃(ϕk−1)) Tr{DNA} . (84)

Accordingly, the discrete time evolution of 〈OF 〉 is deter-
mined by

〈OF (tk+1)〉 − 〈OF (tk)〉 = i∆tTr{[Dk, hFW (ϕk+1)]A} .
(85)

By explicitly introducing spatial indices and choosing
Amn = δmm1

δnn1
, we recover the evolution equation

of Dk as given in (78). This shows that Dk can in-
deed be identified with the equal-time correlation func-
tion 〈ψ†mψn〉.

B. Equations of motion for the cold atom system

To derive the equations of motion for the cold atom
system, we apply the method from the previous section
to the Hamiltonian (46). To this end, we rewrite HQL

in terms of the Schwinger boson operators bn and dn.
Upon employing symmetric operator ordering and skip-
ping an irrelevant constant, the Wigner transform of the
Hamiltonian is given by [62]

HQL,W =
g2aS

4

∑
n

(|bn|4 + |dn|4) +M
∑
n

(−1)nψ†nψn

− i

2aS
√
`(`+ 1)

∑
n

(ψ†nb
∗
ndnψn+1 − h.c.) , (86)

where bn and dn are now c-numbers, but the ψn and ψ†n
are still fermionic operators. In the following, time is
treated as a continuous variable. Accordingly, all equa-
tions correspond to their discrete versions up to order
O(∆t2). The equations of motion for the fermionic cor-
relator D(t) are given by

i∂tDm,n(t) = hFW,mk(t)Dk,n(t)−Dm,k(t)hFW,kn(t) ,
(87)

where the fermionic matrix hFW (t) reads

hFW,mn =− i

2aS
√
`(`+ 1)

b∗mdmδm+1,n +M(−1)mδm,n

+
i

2aS
√
`(`+ 1)

d∗m−1bm−1δm−1,n . (88)

The fermionic two-point function Dmn = 〈ψ†mψn〉 =
1
2 (δmn − Fnm) can be expressed in terms of the statis-

tical two-point function Fmn = 〈[ψm, ψ†n]〉. Accordingly,
the equations of motion for the bosonic degrees of free-
dom are given by

i∂tbn =
g2aS

2
b∗nbnbn +

idn

4aS
√
`(`+ 1)

Fn+1,n, (89a)

i∂tdn =
g2aS

2
d∗ndndn −

ibn

4aS
√
`(`+ 1)

Fn,n+1 . (89b)

We specify initial conditions to solve the system of time
evolution equations (87) and (89). The method outlined
above allows us to use Gaussian initial states for the
fermions. In the following, we focus on the vacuum of
the Hamiltonian

Hf,0 = − i

2aS

∑
n

(ψ†nψn+1 − h.c.) +M
∑
n

(−1)nψ†nψn .

(90)

Since Hf,0 is quadratic, the ground state and the dis-
persion relation can be determined analytically, cf. Ap-
pendix C. Given an optical lattice with N elementary
cells, i.e. 2N lattice sites, the dispersion relation is given
by two bands ±ωq with

ωq =
√
M2 + π2

q , πq =
1

aS
sin
(πq
N

)
, (91)

with q ∈ {0, . . . , N − 1}. The corresponding mode func-
tion expansion of the fermionic field operator reads

ψn =
1√
2N

∑
q

e
iπqn
N

(
M + (−1)n(ωq − πq)√

2ωq(ωq − πq)
aq

−M − (−1)n(ωq + πq)√
2ωq(ωq + πq)

c†q

)
, (92)

and the momentum space creation/annihilation opera-
tors are defined with respect to the fully filled lower band
|vac〉 according to aq |vac〉 = cq |vac〉 = 0. The bosonic
samples are prepared in an excited eigenstate of

Hb,0 =
g2aS

2

∑
n

L2
z,n . (93)

determined by the number of bosonic atoms on each site
2` = b†nbn + d†ndn and the eigenvalue of the operator
Lz,n = (b†nb − d†nd)/2. The initial conditions for the
bosons need to be chosen such that Gauss’s law is ful-
filled. Since the bosonic degrees of freedom are highly
occupied, we approximate the initial Wigner function by

ρW (ϕ0) =
∏
n

δ(bn − B0,n)δ(dn −D0,n) . (94)

In fact, the corrections to the exact Wigner function are
O(1/`) [57]. The explicit values of B0,n and D0,n are
specified in the next section. To initiate the dynamic
evolution, the system is then quenched to an interacting
field theory governed by the Hamiltonian (46).
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VI. SCHWINGER PAIR PRODUCTION AND
STRING BREAKING

In the following we discuss two fundamental phenom-
ena of high-energy physics described by Schwinger model
and whose dynamics might be addressed in the cold-atom
framework presented. First we discuss how the cold atom
system approaches the continuum results of Schwinger
pair production and then we concentrate on parameter
sets that characterize given experimental systems.

A. Theoretical results

Schwinger Pair Production. In quantum electrody-
namics the presence of a sufficiently strong electric field
results in the spontaneous breakdown of the vacuum
by the emission of charged particle-antiparticle pairs
(Schwinger effect) [63–65]. This fundamental process has
not been experimentally observed yet due to the large re-
quired field strength of the order of the critical electric
field Ec = M2/g. The observation of this effect in the
cold-atom framework, however, seems to be feasible with
current technology as discussed in section IV.

To study the Schwinger effect in the cold-atom frame-
work, we consider a one-dimensional lattice with 2N lat-
tice sites, periodic boundary conditions and finite spin
magnitude ` = 1

2 (Nb + Nd). An initially constant elec-
tric field E/Ec = 1 in QED then corresponds to an
initial configuration with a bosonic species imbalance
|I(0)| = |Nb − Nd| = 2M2/g2. We first solve the equa-
tions of motion in the limit ` → ∞ for g/M = 0.1,
aSM = 0.005 and N = 512. We checked that our re-
sults are insensitive to changes of both the infrared and
the ultraviolet cutoff.

In fact, the information of the fermionic sector is en-
coded in the correlation function Fnm. Even though the
concept of a particle number is not uniquely defined in
an interacting theory [66], it is useful to define a quasi-
particle distribution n(k) from Fnm [32, 34, 67], cf. also
Appendix C. We display the time-evolution of the total
particle number N =

∑
k n(k) in Fig. 5. The production

rate at early times, when the backreaction of produced
particles does not yet substantially influence the dynam-
ics, coincides with the analytically known result [32, 67]

Ṅ =
M2E

2πEc
exp

(
−πEc

E

)
. (95)

At later times, the backreaction of particles becomes im-
portant and leads to the expected deviations from the
analytic curve. We find phases in which particle produc-
tion terminates and plateaus are formed [32, 34].

In the cold-atom setup no fundamental particles are
produced since the number of atoms is fixed. However,
the physics of pair production is still encoded in the cor-
relation function Fnm since the staggered structure of the
cold-atom setup results in the representation of fermions

on even/odd sites as particles/antiparticles. Accordingly,
the hopping of fermionic atoms between neighboring sites
which generates correlations Fnm can be interpreted as
pair production. As the cold-atom setup shows a trunca-
tion error of O(δρ/`) compared to QED it is interesting
to investigate this error as a function of `. In Fig. 5,
we demonstrate the convergence of the cold-atom behav-
ior towards the QED result upon increasing `. For the
chosen parameters and ` = 2500, we still observe sizable
quantitative deviations from the QED result whereas this
discrepancy further decreases for increasing values of `.

Besides studying fermionic observables based on Fnm,
it is also instructive to evaluate the bosonic species im-
balance I(t) = Nb(t)−Nd(t) which is related to the QED
electric field according to E(t) = gI(t)/2. In Fig. 5, we
display the time-evolution of the electric field. Starting
from QED (` → ∞), we observe the expected behavior
according to which the production and subsequent ac-
celeration of particle-antiparticle pairs results in plasma
oscillations [32, 34, 68]. Accordingly, the electric field
decreases as the particle number increases and particle
creation effectively terminates once the field drops be-
low a certain level, corresponding to the plateaus in the
particle number in Fig. 5.

In the cold-atom setup, the physics of plasma oscilla-
tions is observed as well. The fermionic hopping reduces
the initial bosonic species imbalance I(0) = 2M2/g2 >
0 until it changes sign and reaches a local minimum
I(tmin) < 0. Subsequently, the species imbalance in-
creases again, changes sign and reaches a local maximum
and so forth. As for the particle number, we observe
that the cold-atom behavior converges towards the QED
results upon increasing the value of `.

The results in Fig. 5 are all based on system sizes of
N = 512 for which infrared artifacts are suppressed. In
the following we study the influence of the system size
and display the time-evolution of the bosonic species
imbalance I(t) for different values of N and fixed ` = 105

in Fig. 6. Whereas the behavior remains the same
qualitatively, the actual quantitative behavior might
substantially change upon decreasing the value of N .
For N being too small, we observe oscillations on top
of the plasma oscillations which can be attributed to
the finite momentum resolution. Moreover, even though
a reasonable agreement between QED and the cold-
atom setup is found for the first oscillation period for
N = 512, we still observe sizable deviation at later times.

String Breaking. The physics of confinement in
the theory of quantum chromodynamics (QCD) man-
ifests itself by the formation of a string between two
external, static quarks. This confining string can break
in theories with dynamical fermions by the production
of charged particle-antiparticle pairs which result in a
screening of the static sources [69–74]. QED in one
spatial dimension shares important aspect of dynamical
string breaking and, therefore, serves as a toy model for
addressing related questions [33, 38, 40, 41, 44].
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FIG. 5: Pair production: (a) Time-evolution of the total particle number N for different values of ` with fixed g/M = 0.1,
aSM = 0.005 and N = 512. The dashed line corresponds to the analytic result (95). We observe convergence towards the QED
result upon increasing the value of `. (b) Time-evolution of the electric field E for different values of ` with fixed g/M = 0.1,
aSM = 0.005 and N = 512. The backreaction of the created particles results in plasma oscillations. We again observe
convergence towards the QED result upon increasing the value of `.

To study dynamical string breaking in QED in one spa-
tial dimension we prepare two static charges ±Q located
at ±d/2 on the spatial lattice with 2N lattice sites. The
corresponding electric field between the charges is given
by E0 = Q while it vanishes outside. In the cold-atom
setup, this corresponds to a bosonic species imbalance
of I(0) = 2Q/g inside the string |x| < d/2 whereas it
vanishes outside of it.

We first make contact to the corresponding QED lit-
erature [33, 44] by considering the limit ` → ∞ and
choosing g/M = 1, aSM = 0.1 and N = 1024. To this
end, we study the time-evolution of the electric field En
for d/aS = 287 and display different instances of time
in Fig. 7. Starting from the initial field configuration,
the field energy is transferred to the fermionic sector
by particle-antiparticle production such that the ampli-
tude decreases. The dynamics is such that the opposite
charges are produced locally on top of each other and
are then accelerated by the electric field. Depending on
the value of d, the initial string may or may not con-

FIG. 6: Pair production: Time-evolution of the electric field
E for different values of N and fixed g/M = 0.1, aSM = 0.005
and ` = 105.

tain enough energy to produce the required charges ±Q
to screen the external charges. In the first scenario the
string does not break completely and in the former case
the string starts oscillating.

In Fig. 8 we display the electric field in the center of the
string, and we choose d such that the produced amount of
charge exactly screens the external charges, which is at-
tributed to the phenomenon of string breaking. Consid-
ering the cold-atom setup, the finite value of ` then again
introduces deviations from the QED behavior. Most no-
tably, we observe that the breaking of the string happens
already for smaller distances dCA < dQED for the same
parameters g/M = 1, aSM = 0.1 and N = 1024. As ex-
pected, we observe convergence towards the QED results
upon increasing the value of `.

Finally, we consider fermionic observables which are
defined in terms of the correlation function Fnm. Unlike
in the Schwinger mechanism, however, we may observe
charge separation directly owing to the spatially inho-
mogeneous configuration. Accordingly, we focus on the

FIG. 7: String breaking: Electric field E at different times
t1 ·M = 0.0 (black), t2 ·M = 8.4 (blue) and t3 ·M = 24.9
(red) for `→∞, g/M = 1.0, aSM = 0.1 and N = 1024.
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FIG. 8: String breaking: Time evolution of the electric field
E in the center of the string for different values of ` with fixed
g/M = 1.0, aSM = 0.1, N = 1024. The distance between the
charges is d/aS = 287. The zero-crossing of the electric field
is attributed to the phenomenon of string breaking.

expectation value of the charge density. More specifically,
we consider the average charge density on two neighbor-
ing lattice sites in order to coarse grain the staggered
structure, which is an artifact of the chosen fermion dis-
cretization

q̄n = q2n + q2n+1 = −1

2
(F2n,2n + F2n+1,2n+1) . (96)

In Fig. 9 we display the time evolution of the charge den-
sity q̄n. As described previously, the dynamical charges
are produced on top of each other such that the total
charge density vanishes initially.

The dynamical charges are then separated by the ex-
isting field such that positive charges are accelerated to-
wards −Q and negative charge towards +Q. As the dy-
namical charges cannot be considered as hardcore parti-
cles, the charge density spreads beyond the static charges
resulting in the outwards directed parts of the charge
density. Accordingly, the external charges are gradually
screened and finally result in the breaking of the string.
At asymptotic times, the external charges are then sup-
posed to become screened by an exponential cloud of dy-
namical fermions [24, 33, 44, 75].

B. Experimental protocol

After discussing strong field QED in the continuum
limit, we now present an experimental protocol of initial-
ization, evolution and detection that allows us to observe
QED with cold atoms. It is important to note that it does
not suffice to only provide the required symmetry of the
Hamiltonian in order to quantum simulate a gauge theory
but, equally important, also the initial conditions have to
fulfill Gauss’s law as accurately as possible. The second
requirement can only be guaranteed to a certain degree,
however, the presented preparation scheme is consistent
with the initial conditions chosen for the theoretical de-
scription.

FIG. 9: String breaking: Time-evolution of the charge
density q̄n for fixed ` → ∞, g/M = 1.0, aSM = 0.1 and
N = 1024. The distance between the charges is d/aS = 287.
The charges are produced on top of each other and are then
separated by the field. Positive charges are accelerated to-
wards −Q whereas the negative charges are accelerated to-
wards +Q.

According to section III D, the fermions can be pre-
pared in the lowest band via a subsequential adiabatic

ramp of V f2,α and then V f1,α. If the wavelength of this
lattice is well chosen, the bosonic links with NB atoms
are also directly prepared at the intersection between the
fermionic sites. In particular, the chosen wavelength is
supposed to be red detuned for lithium and blue detuned
for sodium. To apply an initial electric field according to
(94), the bosons need to be prepared in a staggered struc-
ture of alternating imbalance. This can be achieved by
controlling the imbalance with a linear coupling between
the two bosonic states, e.g., via radio-frequency coupling
or two photon microwave coupling. The detuning of the
linear coupling for every second site is controlled by uti-
lizing a species selective standing light wave with twice
the lattice period for the bosons. Properly chosen, one
can implement a π pulse for every second site that leads
to the required ’staggered’ imbalance of the bosons. The
subsequent dynamics of the system is initiated with a
quench of the mass term from being far off-resonant.

We start our benchmarking with the parameters pre-
sented in section IV, which correspond to g/M = 2.6,
aSM = 0.05 and N = 100. For these initial condi-
tions we can benchmark a possible experimental realiza-
tion via the functional integral approach. This allows
us to investigate the role of the experimentally relevant
parameters on the physics of the Schwinger effect, espe-
cially the spin magnitude ` = NB/2 and the coupling
strength g. To check the convergence towards the lattice
QED result for given parameters we also vary the spin
magnitude, ` = 10, 20,∞. Since the experimental pa-
rameter allow for the exploration of the strong coupling
regime g/M > 1, the range of validity of the theoretical
treatment has to be further investigated [76]. We expect,
however, that the experiment shows the same qualitative
behavior as shown in Fig. 10.

In Fig. 10a we display the time evolution of particle
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FIG. 10: Particle production in 23Na-6Li setup: The initial production of particles is driven by χBFNB with an initial
imbalance of I(0) = 0.3, which subsequently levels off so that the particle number reaches a plateau. We observe quick
convergence towards QED as function of `, where the parameters for this simulation are g/M = 2.6, aSM = 0.05 and N = 100.

number per lattice site, where we use again the adia-
batic definition from appendix C. First, we observe that
particle production happens initially on time scales of the
order of χBFNB , which is short compared to the limiting
particles losses, and thus accessible in the experiment. As
to be expected from χBFNB > ∆ we also observe initial
oscillations, which are smeared on times t > h/∆. The
particle number per lattice site then reaches a plateau
with N (t)/N ' 10−3. For the given parameters, we find
convergence towards the QED results already for ` = 20
which, as compared to the ideal-typical parameters from
the previous section, can be traced back to the larger
value of the coupling g/M = 2.6. In general it turns
out that the required value of ` is inversely proportional
to g/M to obtain convergence towards the QED result,
cf. also the simulations of dynamical string breaking in
Fig. 8. Owing to the fact that realistic values of the
spin magnitude are of the order of ` = O(100), we can
expect genuine QED behavior for the proposed experi-
mental setup. The fluctuations in the number of bosons,
which is expected to be of the order of a few percent, are
not expected to substantially alter the reported behav-
ior on the time scales considered. We also display the
electric field E(t) = gI(t)/2 as determined by the species
imbalance I(t) = Nb(t) − Nd(t) in Fig. 10b. The pro-
duction of particles results in a decrease of the species
imbalance, which quickly drops below the critical value
so that particle production terminates.

Conceptually the momentum distribution of the pro-
duced particles can be read out precisely via band map-
ping [30], however, this is very challenging for the given
parameters as one can deduce from Fig. 10. Neverthe-
less, the underlying physics of particle production can be
already accessed from the integrated number of produced
particles. Nevertheless, the underlying physics of particle
production can be already accessed from the integrated
number of produced particles. According to Fig. 10,
around 0.2 particles have to be detected on average for
a lattice with N = 100 sites. Current experimental se-

tups allow realizing ≈ 30 copies of the cold atom QED
system by employing an array of one dimensional traps.
Thus one expects integrated O(10) particles which can
be detected with fluorescence in a subsequent magneto-
optical trap for which single particle resolution is well
established [28]. While the detection of the produced
particles is very challenging, the bosonic species imbal-
ance, i.e. the electric field, changes significantly. Thus,
the Schwinger effect in a cold atomic setup can also be
observed by measuring the integrated boson imbalance
via standard absorption imaging techniques.

The coupling strength g/M is another experimen-
tally relevant parameter of importance. Accordingly, we
study the dependence of the particle number on choosing
slightly different couplings g/M = 0.4, 1.0, 2.6 for fixed
parameters aSM = 0.05, N = 100 and `→∞ in Fig. 11.
We note that we have to adapt the initial species imbal-

FIG. 11: Coupling dependence in 23Na-6Li setup: Time-
evolution of the particle number for different g/M =
0.4, 1.0, 2.6 and fixed aSM = 0.05, ` = 100, N = 100. We
adapt the initial species imbalance to provide for a critical
initial field Ecr in each case.
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ance I(0) = 2M2/g2 in order to provide an initial critical
field Ecr in each case. Most notably, the simulations in-
dicate that the first plateau in the particle number is a
stable signature for the non-trivial interplay of the elec-
tric field and the produced fermions. We find, however,
that the number of produced particles at the first plateau
is inversely proportional to the ratio g/M . As expected,
smaller couplings g/M result in a slowdown of dynamics
such that the first plateau is reached at later times.

VII. CONCLUSION

This work is meant as a guide towards a first large-
scale quantum simulation of a lattice gauge theory with
dynamical gauge fields. For that purpose, we concen-
trate on one of the simplest, yet highly nontrivial, exam-
ple of QED in 1+1 space-time dimensions and provide
strong evidence that present-day experimental resources
and protocols are sufficient to observe the dynamical phe-
nomena of Schwinger pair production and string breaking
in the laboratory using ultracold atoms.

Our results point out that experimental realizations
using coherent many-body states residing on the links
of an optical lattice can be highly efficient for quantum
simulations of such high-energy particle physics phenom-
ena. This represents a paradigmatic change in view of
the large number of studies in the literature focusing on
a small number of atoms per link. To substantiate our
findings, we exploit the long-term experience that has
been gained with the engineering and manipulation of
related setups of fermions interacting with coherent sam-
ples of bosonic atoms.

For the example of a Bose-Fermi mixture of 23Na and
6Li atoms, characterized by a plethora of potentially
gauge-symmetry breaking interactions, we apply external
potentials and fields such that one ends up with a lattice
Hamiltonian with local gauge invariance. In this way,
the microscopic parameters describing the bosonic and
fermionic atom degrees of freedom are connected with
the parameters describing the gauge field theory.

We use the experimentally available parameter range
of the cold-atom system in benchmark calculations and
convergence against the full QED results is observed.
The very detailed comparisons of the real-time dynam-
ics of the atomic system in the large boson number
regime are possible using powerful functional integral
techniques, which complement exact diagonalization or
tensor network methods that are applicable in the small
boson number regime.

A future experimental implementation of gauge sym-
metries in a flexible cold-atom setup can explore new
parameter ranges and phenomena, even beyond what is
realized by nature so far. While the gauge coupling of
QED is weak, with αem ' 1/137 in nature’s three spa-
tial dimensions, studies at stronger couplings in various
dimensions would be extremely interesting. No conven-
tional computational technique has so far been able to

predict the real-time dynamics of QED or QCD for cou-
plings of order one – despite the fact that this is a crucial
missing link in our understanding of the thermalization
process of QCD as explored in relativistic heavy-ion col-
lision experiments. The experimental setup discussed in
this work may provide already access to answering im-
portant aspects of longstanding open questions.
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Appendix A: Overlap integrals

In this appendix, we determine the overlap integrals
which appear in the main text. To this end, we consider
an optical lattice with lattice constant a and tight ra-
dial confinement so that we assume that the radial and
longitudinal directions decouple. Further, the bosonic
and fermionic atoms are supposed to be in the ground
state with respect to the radial direction. Assuming a
harmonic potential, the ground state wave functions in-
troduced in (14) are given by

ϕs(y) =
(
πa2

s,⊥
)−1/4

e
− 1

2

(
y

as,⊥

)2

, (A1)

with the harmonic oscillator length scale

as,⊥ =

√
~

Msωs,⊥
. (A2)

The expressions for ϕs(z) follow from replacing y by z.
Here, we assumed that the ground state wave functions
are independent of the magnetic quantum number α.

In the longitudinal direction, the optical lattice poten-
tial is determined by

V b‖ (x) = V b1 cos2(2kx) , (A3a)

V f‖ (x) = V f1 sin2(2kx) + V f2 cos2(kx) , (A3b)

with k = π/a and V b1 > 0. The locations of the minima
of the bosonic potential are at

xb,n =
2n+ 1

4
a . (A4a)
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In the vicinity of the potential minimum xb,n, we may
expand the potential in a Taylor series to quadratic order

V b‖ (x) ≈ 4k2V b1 (x− xb,n)2 . (A5)

The minima in the fermionic potential are determined by

xf,n =
n

2
a . (A6)

For the fermionic atoms, there are two different types of
local minima and we need to expand the optical potential
in a Taylor series to quadratic order around both of them.
For even sites, such as xf,0 = 0, and odd sites sites, such
as xf,1 = 1

2a, we obtain

V f‖ (x)|xf,0 ≈ V
f
2 + (4V f1 − V

f
1 )k2(x− xf,0)2 , (A7a)

V f‖ (x)|xf,1 ≈ (4V f1 + V f2 )k2(x− xf,1)2 . (A7b)

The quadratic terms in the potential expansions deter-
mine the harmonic oscillator frequencies

1

2
Mbω

2
b,‖ = 4k2V b1 , (A8a)

1

2
Mfω

2
f,‖,L = (4V f1 − V

f
1 )k2 , (A8b)

1

2
Mfω

2
f,‖,R = (4V f1 + V f2 )k2 . (A8c)

We require 4V f1 − V
f
2 > 0 such that the oscillator fre-

quencies are real. Note again that we have two different
frequencies for the fermions corresponding to even/odd
sites whereas there is only a single bosonic frequency.
The corresponding oscillator length scales are then given
by

ab,‖ =

√
~

Mbωb,‖
, (A9a)

af,‖,p =

√
~

Mfωf,‖,p
, (A9b)

with p = L,R. The corresponding Wannier functions are

wbn(x) = (πa2
b,‖)
−1/4e

− 1
2

(
x−xb,n
ab,‖

)2

, (A10a)

wfn(x) = (πa2
f,‖)
−1/4e

− 1
2

(
x−xf,n
af,‖,L

)2

, (A10b)

where we assumed again that the wave functions are inde-
pendent of the magnetic quantum number, i.e. wbn(x) =
wbα,n(x) and wfn(x) = wfα,n(x).

Upon performing the dimensional reduction and
change of basis to Wannier function, the following over-

lap integrals appear in the interaction terms:

U bn =

∫
dy |ϕb(y)|4

∫
dz|ϕb(z)|4

×
∫
dx [wbn1

(x)wbn2
(x)]∗wbn3

(x)wbn4
(x) (A11a)

Ufn =

∫
dy |ϕf (y)|4

∫
dz|ϕf (z)|4

×
∫
dx [wfn1

(x)wfn2
(x)]∗wfn3

(x)wfn4
(x) (A11b)

U bfn =

∫
dy |ϕb(y)ϕf (y)|2

∫
dz|ϕb(z)ϕf (y)|2

×
∫
dx [wfn1

(x)wbn2
(x)]∗wbn3

(x)wfn4
(x) . (A11c)

These are Gaussian integrals, which can be determined
analytically, cf. (A1) and (A10). Further we the bosonic
and fermionic tunnel elements

JB =

∫
dxwbn(x)

(
− ~2

2Mb

∂2

∂x2
+ V b(x)

)
wbn+1(x) ,

(A12a)

JF =

∫
dxwfn(x)

(
− ~2

2Mf

∂2

∂x2
+ V f (x)

)
wbn+1(x) ,

(A12b)

are used in section IV.

Appendix B: Coherent states and Wigner transform

In this appendix we summarize the main definitions
that are used in section V (see also Ref. [77]). The coher-
ent state of a single bosonic mode

|ϕ〉 = e−
1
2 |ϕ|

2

eϕφ
†
|0〉 = D(ϕ) |0〉 , (B1)

is defined as the right eigenstate of the bosonic annihi-
lation operator, φ |ϕ〉 = ϕ |ϕ〉, where we introduced the
displacement operator

D(ϕ) = exp(ϕφ† − ϕ∗φ) . (B2)

The identity operator reads

1 =

∫∫
dReϕd Imϕ

π
|ϕ〉〈ϕ| ≡

∫
d2ϕ

π
|ϕ〉〈ϕ| . (B3)

The complex Dirac-delta function

δ(ϕ1 − ϕ2) ≡ δ(Reϕ1 − Reϕ2)δ(Imϕ1 − Imϕ2) (B4)

has the integral representation∫
d2ϕ

π
eϕ
∗λ−ϕλ∗ = πδ(λ) . (B5)

The Wigner transform of an operator O(φ, φ†) is given
by

OW (ϕ) =

∫
d2λ

π
Tr{OD†(λ)}eλϕ

∗−ϕλ∗ . (B6)
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For O = AB with two observables A(φ, φ†) and B(φ, φ†)
the Wigner transforms can be expressed as

(AB)W (ϕ) =∫
d2λ

π

∫
d2η

π
eη(ϕ−λ)∗−η∗(ϕ−λ)AW (λ)BW (ϕ− 1

2η) =∫
d2λ

π

∫
d2η

π
eη(ϕ−λ)∗−η∗(ϕ−λ)AW (ϕ+ 1

2η)BW (λ) .

(B7)

Appendix C: Particle number distribution

In this appendix, we define and determine the particle
number distribution n(q) in terms of the correlation func-
tion Fnm = 〈vac| [ψn, ψ†m] |vac〉. To this end, we consider
the fermionic part of the Kogut-Susskind Hamiltonian
(1)

H =

2N−1∑
n=0

i(ψ†n+1U
†
nψn − ψ†nUnψn+1)

2aS
+M(−1)nψ†nψn .

(C1)

We may diagonalize the Hamiltonian by treating the link
variables Un as c-number background for the fermions, as
it is also done in the functional integral approach. To this
end, we define the Fourier transformation according to

ψn =
1√
2N

2N−1∑
q=0

e
iπqn
N ψ̃q , (C2a)

ψ̃q =
1√
2N

2N−1∑
n=0

e−
iπqn
N ψn . (C2b)

We note that the system is still translation invariant over
two lattice sites if we study Schwinger pair production,
i.e. Un = Un+2l with l ∈ {0, . . . , N − 1}. Denoting the
even links by Ueven = U2n and the odd links by Uodd =
U2n+1, we have

Un = UA + (−1)nUB (C3)

with UA = (Ueven +Uodd)/2 and UB = (Ueven−Uodd)/2.
The Hamiltonian can then be written in matrix notation
according to

H =

N−1∑
q=0

(
ψ̃†q ψ̃†q+N

)( πq Mq

M∗q −πq

)(
ψ̃q

ψ̃q+N

)
(C4)

with

πq =
i

2aS

(
e−

iπq
N U∗A − e

iπq
N UA

)
= π∗q , (C5a)

Mq = M +
i

2aS

(
e−

iπq
N U∗B + e

iπq
N UB

)
. (C5b)

Fermions without a gauge field correspond to Un = 1
leading to UA = 1 and UB = 0. The eigenvalues of this
Hamiltonian are given by ω±,q = ±ωq with

ωq =

√
M2 +

1

4a2
S

∣∣∣e iπqN Ueven − e−
iπq
N U∗odd

∣∣∣2 . (C6)

The corresponding normalized eigenvectors are

u+
q =

1√
2ωq(ωq − πq)

(
Mq

ωq − πq

)
, (C7a)

u−q =
1√

2ωq(ωq + πq)

(
−Mq

ωq + πq

)
, (C7b)

In fact, every q-mode is diagonalized by a unitary trans-
formation matrix Uq = (u+

q , u
−
q ). This defines quasi-

particle creation/annihilation operators(
aq
c†q

)
= U†q

(
ψ̃q

ψ̃q+N

)
(C8)

with respect to the instantaneous vacuum state |Ω〉, ful-
filling aq |Ω〉 = cq |Ω〉 = 0. The Hamiltonian is then given
by

H =

N−1∑
q=0

ωq(a
†
qaq + c†qcq − 1) . (C9)

We define the quasi-particle distribution function n(q) as
the expectation value of the instantaneous number oper-
ator

n(q) ≡ 〈vac| a†qaq + c†qcq |vac〉 , (C10)

where the asymptotic ground state |vac〉 is given by the
Hamiltonian with Un = 1. The expectation value of the
Hamiltonian is

E = 〈vac|H |vac〉 =

N−1∑
q=0

ωq[n(q)− 1] . (C11)

The two contributions of n(q) are found by employing
the Bogoliubov transformation (C8) such that

〈vac| a†qaq |vac〉 =
|Mq|2

2ωq(ωq − πq)
〈vac|ψ†qψq|vac〉

+
Mq

2ωq
〈vac|ψ†qψq+N |vac〉

+
M∗q
2ωq
〈vac|ψ†q+Nψq|vac〉

+
ωq − πq

2ωq
〈vac|ψ†q+Nψq+N |vac〉 , (C12)
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and

〈vac| c†qcq |vac〉 =
|Mq|2

2ωq(ωq + πq)
〈vac|ψqψ†q |vac〉

−
M∗q
2ωq
〈vac|ψqψ†q+N |vac〉

− Mq

2ωq
〈vac|ψq+Nψ†q |vac〉

+
ωq + πq

2ωq
〈vac|ψq+Nψ†q+N |vac〉 . (C13)

The Fourier transformation of the correlation function
Fmn is determined by

F̃q,q′ = 〈vac| [ψ̃q, ψ̃†q′ ] |vac〉 =
1

2N

2N−1∑
n,m=0

e−
iπ(qn−q′m)

N Fnm

(C14)

with q, q′ ∈ {0, . . . , 2N − 1}. Accordingly, n(q) can be
written as

n(q) =
εq
ωq

+ 1 , (C15)

where the energy density in Fourier space is given by

εq =
1

2

[
πq(F̃q+N,q+N − F̃q,q)−MqF̃q+N,q −M∗q F̃q,q+N

]
,

(C16)

The total particle number is then found by summing over
all Fourier modes

N =
∑
q

n(q) . (C17)

In the cold atom system, we proceed analogously but
replace the link operators by the Schwinger bosons Un →
[`(`+1)]−1/2b∗ndn. As the bosonic degrees of freedom are
again considered as c-numbers, we obtain very similar
expressions for the particle number.
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