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Universal scaling behavior in the relaxation dynamics of an isolated two-dimensional Bose gas is studied by
means of semi-classical stochastic simulations of the Gross-Pitaevskii model. The system is quenched far out of
equilibrium by imprinting vortex defects into an otherwise phase-coherent condensate. A strongly anomalous
non-thermal fixed point is identified, associated with a slowed decay of the defects in the case that the dissipa-
tive coupling to the thermal background noise is suppressed. At this fixed point, a large anomalous exponent
η ' −3 and, related to this, a large dynamical exponent z ' 5 are identified. The corresponding power-law
decay is found to be consistent with three-vortex-collision induced loss. The article discusses these aspects of
non-thermal fixed points in the context of phase-ordering kinetics and coarsening dynamics, thus relating phe-
nomenological and analytical approaches to classifying far-from-equilibrium scaling dynamics with each other.
In particular, a close connection between the anomalous scaling exponent η, introduced in a quantum-field theo-
retic approach, and conservation-law induced scaling in classical phase-ordering kinetics is revealed. Moreover,
the relation to superfluid turbulence as well as to driven stationary systems is discussed.

PACS numbers: 11.10.Wx 03.75.Lm 47.27.E-, 67.85.De

I. INTRODUCTION

The concept of universality has been very successful in
characterizing and classifying equilibrium states of matter.
It rests upon the observation that symmetries can cause the
same physical laws to describe certain properties of very dif-
ferent systems. For example, in the vicinity of a continuous
phase transition, certain macroscopic properties of a system
become independent of the dynamical details, such as the mi-
croscopic interactions between its constituents. In the for-
mulation of renormalization-group theory [1, 2], universality
manifests itself in scaling laws characterized by a set of uni-
versal power-law exponents. These exponents are, to a large
extent, determined by the symmetries present in the system
and define which class the critical behavior belongs to. As a
result, phenomena as diverse as opalescent water under high
pressure, critical protein diffusion in cell membranes [3], or
early-universe inflationary dynamics [4, 5] fall into the same
universality class.

Taking a more general perspective, the question arises to
what extent universality appears also in the dynamics away
from thermal equilibrium. A standard classification scheme
of dynamical critical phenomena applies to the linear response
of systems driven, in a stochastic way, out of equilibrium [6].
Going further beyond such near-equilibrium settings, the the-
ory of phase-ordering kinetics focuses on universal scaling
laws for the coarsening dynamics following a quench across
a phase transition [7–12]. Closely related dynamical critical
phenomena include (wave-)turbulence [13, 14], as well as su-
perfluid or quantum turbulence [15, 16]. Universal scaling
far from equilibrium has recently been analyzed for differ-
ent types of quantum quenches [17–28], see also Refs. [29–
33] for studies of phase-ordering kinetics in ultracold Bose
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gases. While coarsening phenomena have partly been associ-
ated with the standard dynamical universality classes [11], a
rigorous renormalization-group analysis as well as a compre-
hensive classification scheme of far-from-equilibrium univer-
sal dynamics are lacking so far.

Here we consider possible universal scaling behavior of
a time-evolving isolated two-dimensional (2D) quantum-
degenerate Bose gas quenched far out of equilibrium. We
discuss the numerically found scaling in time and in the spa-
tial degrees of freedom in the framework of non-thermal fixed
points [34–38]. This approach builds on a scaling analysis
of non-perturbative dynamic equations for field correlation
functions in the spirit of a renormalization-group approach to
far-from-equilibrium dynamics [35, 39–44]. Close to a non-
thermal fixed point, correlation functions show a time evo-
lution which takes the form of a rescaling in space and time
[38]. In consequence, the relaxation is critically slowed down,
while correlations evolve as a power law rather than exponen-
tially in time.

We prepare far-from-equilibrium states by imprinting phase
defects, i.e., quantum vortex excitations, into an otherwise
strongly phase-coherent condensate. Different kinds of initial
states are realized by varying the number of defects, their ar-
rangement, and their winding numbers. Independently of the
microscopic details of the initial state, such as the statistics
of fluctuations, the system is attracted to one or more non-
thermal fixed points where the information about these details
gets lost. Close to such a fixed point the correlations exhibit
and evolve according to universal power laws [45–50].

More than one attractor can exist for the dynamical evolu-
tion of the system, as we will demonstrate being the case for
the 2D Bose gas studied here. Consequently, different types
of universal evolution with different power laws for each at-
tractor are found. Nevertheless, which type of evolution is
realized depends on the macroscopic properties of the initial
state and on the stability properties of the attractors only. Here
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we demonstrate that these macroscopic properties are given
by the characteristic interaction processes within the vortex
ensemble and between the defects and the fluctuating bulk
[46, 47].

These properties govern the scaling evolution and in partic-
ular give rise to a power-law decrease of the vortex number in
time which can be described as a coarsening process [11]. See
also Refs. [51–63] for theoretical and experimental studies of
turbulence and vortex annihilation in a 2D superfluid.

Main result. Tuning the initial conditions, different non-
thermal fixed points can be approached. In this way, we iden-
tify a strongly anomalous non-thermal fixed point, besides the
standard dissipative fixed point related to coarsening of the
Hohenberg–Halperin model A [11]. At the anomalous fixed
point, the coarsening process is much slower than in the stan-
dard dissipative case. A negative anomalous scaling exponent
η ' −3 results at the anomalous fixed point, in contrast to
η ' 0 at the dissipative fixed point. Our results provide in-
sight into the phenomenology behind analytical classifications
of far-from-equilibrium scaling dynamics.

The anomalous fixed point is approached if the coupling of
the defects to the fluctuating bulk is sufficiently suppressed. In
this case, the vortices can travel almost freely through the sys-
tem. For suitable initial conditions, vortices with equal-sign
circulation tend to cluster with each other, such that the for-
mation of closely bound pairs of vortices and anti-vortices is
suppressed. The corresponding structure factor shows a steep
k−6 momentum (Porod) law, indicating a relation to superfluid
turbulence with a Kraichnan-type enstrophy cascade [47, 64–
67]. The resulting strongly slowed coarsening dynamics is
consistent with a loss process requiring three-vortex interac-
tions [47, 68, 69], in contrast to the two-vortex interactions
[47, 70] applying in the case of dissipative coarsening [11].
The associated growth law `d(t) ∼ t1/z for the characteristic
length scale is found to involve a large dynamical exponent
z ' 5, also reminiscent of vortex glasses in type-II supercon-
ductors [71].

We discuss the universal dynamics near the non-thermal
fixed points in the framework of the classical theory of phase-
ordering kinetics. The anomalous scaling exponent η of the
field-theoretic approach [34–36, 38] can be related to the scal-
ing exponent µ which characterizes the coarsening dynam-
ics of a conserved order parameter as compared to a non-
conserved one [11]. Our results are consistent with µ ' 4.
Comparing with numerical results for a driven-dissipative
Bose gas, we identify the coupling strength between the de-
fects and the small-scale thermal fluctuations, which are seen
to build up self-consistently also in the isolated system, as
the relevant trigger between dissipative and anomalous scal-
ing dynamics.

Our article is organized as follows. In Sect. II we recapit-
ulate the Truncated-Wigner approach we use to describe the
quantum field dynamics of our system, and discuss the rele-
vant correlation functions. Sect. III summarizes the main as-
pects of non-thermal fixed points and presents our numerical
results. In Sect. IV, we interpret our results in the context
of phase-ordering kinetics and coarsening and compare with
the corresponding dynamics in a quenched-dissipative system,

as well as a clustering transition and vortex-glass scaling in
a driven stationary Bose gas. Our conclusions are drawn in
Sect. V.

II. NON-LINEAR SCHRÖDINGER MODEL

The 2D Bose gas considered in this work is described by
the non-linear Schrödinger (Gross–Pitaevskii) Hamiltonian
(in the following we set ~ = 1),

H =

∫
d2x

[
− 1

2m
Φ†∇2Φ − µΦ†Φ +

g
2

Φ†ΦΦ†Φ
]
, (1)

where g sets the interaction strength and µ = gρ is a chem-
ical potential, with mean density ρ. All terms are local in
space and time, and we have suppressed the corresponding
arguments of the bosonic field operators Φ. We focus on an
isolated, homogeneous two-dimensional system of size L × L
with periodic boundary conditions. We will also consider the
case with coupling to a thermal bath. Details of the description
concerning the driving and dissipation relevant to that case are
given in Appendix C 1.

In the physical situations we are studying in this work,
the relevant mode occupation numbers are large. Hence,
the time evolution of the quantum many-body system, de-
scribed by the Hamiltonian (1), can be efficiently simulated
with semi-classical numerical techniques. We make use of the
Truncated-Wigner approximation [72, 73] in which the quan-
tum operator Φ(x, t) is replaced by a classical stochastic field
variable φ(x, t) in Eq. (1) and the time evolution of each real-
ization is determined by the classical Gross-Pitaevskii equa-
tion (GPE) of motion,

i∂tφ −
[
−∇

2φ

2m
− µ + gφ∗φ

]
φ ≡ E[φ∗, φ] = 0 . (2)

A state is then represented by a statistical ensemble of fields
φ(x, t) and quantum expectation values of an operator O are
computed, in a Monte-Carlo-type fashion, via ensemble aver-
ages with respect to a positive definite phase-space (Wigner)
distribution function [74],

〈O[Φ∗(x, t),Φ(x, t)]〉 =

∫
Dφ∗DφW[φ∗(x, ti), φ(x, ti)]

× δ[E[φ∗, φ]] Oc[φ∗(x, t), φ(x, t)] . (3)

HereW is the Wigner function at the initial time ti and Oc is
the classical (Weyl) symbol of O. The delta distribution to-
gether with the functional measure encodes the time evolution
ofW to any time t , ti.

As we are studying homogeneous systems with periodic
boundary conditions, one of our natural observables will be
the (angle averaged) single-particle momentum spectrum

n(k, t) =

∫
dΩk 〈Φ†(k, t)Φ(k, t)〉 , (4)

where the Φ(k, t) are the bosonic field operators in momen-
tum space, evaluated at time t. Within the semi-classical
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approach, defining the initial state is tantamount to defining
the statistical properties of the initial distribution of fields,
W[φ∗, φ]|t=0. The initial distribution W|t=0 can be assumed
to describe Gaussian fluctuations of the fields, separate for ev-
ery momentum mode φk, φ∗k. Thus, it is sufficient to define
the mean 〈φ(∗)

k 〉|ti and the variances 〈φ(∗)
k φ(∗)

k 〉|ti for every mode.
Here, 〈·〉|ti denotes an ensemble average with respect to the
Wigner function W, Eq. (3), at t = ti. A mode k containing
only vacuum fluctuations is described by 〈φ(∗)

k 〉|ti = 〈φ∗kφ∗k〉|ti =

〈φkφk〉|ti = 0, together with

n(k, ti) = 〈φ∗kφk〉|ti =
1
2
. (5)

The non-vanishing variance (5) accounts for the vacuum fluc-
tuation of half a particle on average for a non-interacting mode
at zero temperature, and is subtracted again before interpret-
ing n as a mode occupation. Given the above initialization
of the state the Truncated-Wigner approximation is expected
to quantitatively well describe the early and intermediate-time
evolution relevant in this work.

III. UNIVERSAL TIME EVOLUTION

A. Non-thermal fixed points in a superfluid

The formation of turbulent ensembles of vortices in an iso-
lated, dilute, superfluid Bose gas [45, 46, 48] can be associated
with the system approaching a non-thermal fixed point [34–
36] where the time evolution is critically slowed down before
the vortices have mutually annihilated and the system even-
tually thermalizes [38, 47]. Turbulent behavior and critical
slowing down are signaled by characteristic scaling proper-
ties of correlation functions such as the angle-averaged single-
particle momentum spectrum defined in Eq. (4) [75].

An initial overpopulation [48, 76] of momenta at scales on
the order of the inverse healing length kξ =

√
2gρm, induced,

e. g., by an instability, can subsequently drive the system to a
non-thermal fixed point [77]. This happens because the parti-
cles in the overpopulated region are transported in momentum
space to modes with lower energy. Close to a non-thermal
fixed point, this inverse transport is generically self-similar in
space and time, obeying the scaling relation [38]

n(k, t) = (t/t0)αn([t/t0]βk, t0). (6)

At the same time, energy conservation forces a few particles
to scatter into higher momentum modes, eventually forming
an incoherent thermalized fraction of the gas.

The scaling exponents α and β in Eq. (6) have been calcu-
lated for the non-linear Schrödinger model [38]. The predic-
tions are derived by means of a scaling analysis of Dyson-type
field dynamic equations obtained with 2-particle-irreducible
effective-action techniques [77].

Assuming a quasiparticle description to apply, these equa-
tions lead to effective quantum Boltzmann equations, incorpo-
rating a non-perturbative momentum-dependent many-body
scattering matrix. A crucial role is taken by the scaling of

this scattering matrix. It is obtained within a non-perturbative
scheme, summing diagrams to all orders in the bare coupling
g [34–37], equivalent to a next-to-leading order large-N ap-
proximation for the case of an O(N)-symmetric model.

The effective quantum Boltzmann equations take into ac-
count the scattering of quasiparticle modes the properties of
which are encoded by a spectral function Ai j(ω, k). During the
scaling evolution, this function is assumed to be stationary. It
can thus be written as the expectation value of the commutator
matrix of the bosonic field operators

Ai j(ω, k) =
〈[

Φi(ω, k), Φ
†
j (ω, k)

]〉
, (7)

i, j ∈ {1, 2}, where Φ1(ω, k) ≡ Φ(ω, k), and Φ2(ω, k) ≡
Φ†(−ω,−k), defining the frequency dependent response of
eigenmode k. At the non-thermal fixed point, the spectral
function is assumed to scale as

Ai j(ω, k) = s2−ηAi j(s−zω, sk) . (8)

z denotes the dynamical critical exponent. For d-dimensional
systems close to their upper critical dimension, d . dup, the
anomalous exponent η is expected to be small. Note, however,
that η at a non-thermal fixed point does not need to be equiva-
lent to the static anomalous dimension at an equilibrium phase
transition. Below, we present an example, in d = 2, where η is
distinctly different from zero, related to an anomalously small
temporal scaling exponent β in Eq. (6).

For the GP model (1), the exponents α and β read [38]

α = d β ,
β = 1/(2 − η) , (9)

under the condition of particle number conservation,

ρ ∼
∫ ∞

0
dk kd−1n(k, t) ≡ const. , (10)

within the region of self-similar transport [78]. Setting the
anomalous dimension η to zero, one obtains the set of expo-
nents α = d/2, and β = 1/2 which have been numerically
confirmed for the (three-dimensional) Bose gas in Ref. [38].

If β > 0 the self-similar build-up (6) of momentum occupa-
tions in the infrared reflects a coarsening process. This coars-
ening can be interpreted in terms of the dynamics and anni-
hilation of vortex defects created through the initial quench
[46, 47]. The vortices are moving through the superfluid gas,
interacting with each other and with background sound waves.
This allows for a dilution of the defects through mutual anni-
hilation of vortices with opposite circulation [46, 47]. The
coarsening evolution implies an algebraic growth law,

`d(t) ∼ t β , (11)

for the characteristic mean spacing `d between the vortices.
Eventually, when the last defects have disappeared, long-
range order is established and phase coherence of the Bose-
condensed gas is maximized.



4

0

100

200

300

0 100 200 300
0

100

200

300

0 100 200 300

0.00 0.30 0.60 0.90 1.20 1.50

x position
[
ξh

]

(a) (b)

(c) (d)

y
po

si
tio

n
[ ξ

h]

FIG. 1. Time evolution of a 2D superfluid in a square volume
with periodic boundary conditions, starting from a lattice of non-
elementary vortices with alternating winding numbers w = ±6, ar-
ranged in a checker-board manner (panel (a)). Color encodes the su-
perfluid density normalized to the mean density, |φ|2/ρ. The vortices
quickly break up into clusters of elementary defects with w = ±1.
This decay is enhanced by the slight initial displacements of the de-
fects with respect to the square lattice. Panels (b)–(d) show snap-
shots of the evolving density at times t =

{
300, 103, 104

}
ξ2

h . In the
early non-universal stage of the time evolution (panel (b)), the vor-
tex configuration is strongly clustered. During the later stages shown
exemplarily in (c) and (d), the vortices and anti-vortices mutually
annihilate in a way that the vortex number falls off in a universal
manner as N(t) ∼ t−2/5 (see main text).

In the intermediate-wavelength region of the inverse trans-
port, k � 1/`d, the momentum distribution is found to exhibit
characteristic scaling n(k) ∼ k−ζ in momentum space [34–37],

n(k, t) ∼ k−d−2+η , (12)

e. g., nk ∼ k−4 in d = 2 dimensions and for vanishing η. For
η ≤ 2, this power-law behavior is cut off in the infrared at a
certain scale kλ to ensure non-divergence of the overall parti-
cle density ρ, cf. Eq. (10). For the case of vortices in a dilute
Bose gas, d ∈ {2, 3} the power law (12), with η = 0, reflects
the geometry of the superfluid circulation around the defects,
implying a characteristic power-law fall-off of the velocity,
v ∼ |∇argφ| ∼ 1/r, at distance r perpendicular to the vortex
(line). The scaling (12) is also well known (for η = 0) as
the Porod tail [11, 79] of the momentum distribution of an
ensemble of randomly distributed vortices, at k > kλ, where
the scale 1/kλ is related to the mean distance between defects
[11, 46]. Here, we introduce the definition (12) as a natural
extension of Porod’s law to include an anomalous dimension
η (see Sect. IV A for a more detailed discussion).
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FIG. 2. The hydrodynamic velocity field v corresponding to the snap-
shots of the time evolving density shown in Fig. 1. Black flow lines
indicate the orientation of the velocity field while the color projec-
tion depicts the modulus |v|. The positions of elementary vortices
(anti-vortices) in panels (b)–(d) are marked by orange (green) dots.
The strong clustering after the initial break-up as well as the large-
scale vortex clustering leading to strong coherent flows during the
universal, late-time stage are clearly seen. For comparison we pro-
vide corresponding flow diagrams for the evolution near the dissipa-
tive (Gaussian) fixed point in Appendix B.

B. Preparation of the initial state

In this work, we demonstrate that different non-thermal
fixed points can be reached, depending on the particular
choice of the initial non-equilibrium state. Universality im-
plies that the dynamical evolution in the vicinity of the fixed
point is insensitive to details of the initial state. On the other
hand, it is reasonable that the initial state needs to fulfil certain
conditions for the system to enter a universal regime of time
evolution in the first place.

We generate initial states by phase-imprinting vortex de-
fects into a fully phase-coherent Bose gas [50, 58]. This of-
fers different parameters, such as the density of vortices, their
winding number, and the distribution statistics, to vary the ini-
tial conditions.

A fully phase-coherent gas is prepared, given by homoge-
neous field configurations. In each sample prepared within the
Truncated-Wigner scheme, quantum fluctuations are included
in the empty modes. We choose, in particular, the mode oc-
cupation numbers according to Eq. (5), for all modes k , 0,
while the zero mode is populated with the total number of par-
ticles N. Then, the phase pattern θ(x, ti) of the desired vortex
distribution is multiplied into the sampled homogeneous field
configurations, φ(x, ti)→ φ(x, ti) ·exp{i θ(x, ti)}. We study two
types of initial vortex configurations, regular lattices of non-



5

0.1 1 10
radial momentum k

[
ξ−1

h

]
1

102

104

106

108
oc

cu
pa

tio
n

nu
m

be
rn

(k
,t

)
t [ξ2

h ] =
3.0 · 102

1.5 · 104

3.4 · 104

7.7 · 104

1.8 · 105

4.0 · 105

1.0 · 106

FIG. 3. Single-particle momentum spectrum at seven, logarithmi-
cally equidistant times starting from the initial configuration bearing
an (8 × 8)-lattice of non-elementary vortices with winding number
w = ±6, as exemplary shown in Figs. 1 and 2. After the initial
build-up of a characteristic distribution, a self-similar shift towards
smaller momenta is seen during the universal stage of the time evo-
lution. This inverse transport process conserves particle number and,
as compared to a turbulent cascade, is non-local in momentum space.
The earliest time shown (t = 3 · 102 ξ2

h , grey points) is still within the
non-universal stage of evolution right after the decay of the lattice (cf.
Fig. 1b). The dynamics during the later stage of the evolution repre-
sents a rescaling in space and time and is analyzed in more detail in
Fig. 4.

elementary defects with winding numbers |w| > 1, and uni-
form random distributions of elementary defects with wind-
ing number w = ±1. For both types, we choose distribu-
tions with equal numbers of vortices and anti-vortices. Vor-
tex cores in the density |φ(x, ti)|2 are subsequently formed
by means of a short period of evolution according to the
imaginary-time GPE, i.e. with t → −it in Eq. (2). In Fig. 1a,
an example for such a lattice configuration with slightly dis-
placed (w = ±6)-vortices is shown, depicting the superfluid
density field |φ(x, ti)|2 after imaginary time evolution. The
random displacements, in addition to the Truncated-Wigner
noise, speed up their decay into elementary vortices. All nu-
merical data is shown in units expressed in terms of the heal-
ing length ξh = 1/

√
2mρg (with mass m = 1/2 set in the

numerical calculations), see Appendix A for more details.

C. Relaxational production of clustered vortex ensembles

Before analyzing the dynamics of occupation numbers en-
suing the phase imprinting, we discuss the spatial dynamics
on phenomenological grounds, at the level of single realiza-
tions of the order parameter field φ(x, t). We focus on an ini-
tial arrangement of the vortex defects on a rectangular lattice
with alternating signs of the winding number w = ±6, see
Fig. 1a. During the early time evolution, these defects quickly
decay into elementary vortices with |w| = 1 [80]. To speed
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FIG. 4. Scaling analysis of the time evolving single-particle spectra
shown in Fig. 3, exhibiting the scaling at the anomalous non-thermal
fixed point. The inset shows the non-rescaled spectra at five differ-
ent, logarithmically equidistant times as given in the legend. The
times are defined relative to the reference time t0 = 104 ξ2

h , such
that the latest time is t = t0 · 101.43 = 2.7 · 105 ξ2

h . The main graph
depicts the scaling collapse of the spectrum according to n(t, k) =

(t/t0)−αn([t/t0] βk, t0). The respective scaling exponents are deter-
mined by a fit which yields α = 0.402 ± 0.05 and β = 0.193 ± 0.05.
The functional form (19) is fit to the scaling function (black line) and
shows a Porod-tail scaling exponent ζ = 5.7 ± 0.3. For a better visi-
bility we show only five exemplary curves, while the scaling-collapse
fits involve the whole data set, consisting of spectra at 300 logarith-
mically equidistant times within the universal stage of the evolution.

up this otherwise rather slow decay process, we add initially
small random shifts to the regular lattice positions of the de-
fects (see Fig. 1a).

In a first stage, the like-sign elementary vortices form
tightly-bound clusters, see Fig. 1b, which play an important
role in the ensuing dynamics. Each cluster screens the vortex–
anti-vortex attraction [81], such that mutual annihilation of
vortices and anti-vortices is suppressed. Fig. 2 shows exam-
ples of the hydrodynamic velocity field v(x, t) = ∇θ(x, t) at the
same times t as in Fig. 1. The clustering of like-sign vortices
is indicated by (color encoded) extended and strong fluxes.

In later stages, vortices with opposite winding numbers be-
gin to mingle with each other, overcome the screening and
start to mutually annihilate. As a consequence, the vortex con-
figuration undergoes a dilution process, cf. Fig. 1, panels (c)
and (d), which leads to an ordering of the phase field [45–48].
We discuss the universal character of this ordering process in
the next section.

As seen in Fig. 1b–d, the superfluid density of a single real-
ization develops a considerable amount of small-scale fluc-
tuations. These fluctuations arise in the decay of the non-
elementary vortices as well as in the mutual annihilations and
are amplified by the non-linear interaction term in Eq. (2).
They play an important role for the dilution process, as they
are known to mediate vortex interactions [29, 70].
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FIG. 5. Single-particle momentum spectrum at seven, logarithmi-
cally equidistant times starting from the initial configuration bear-
ing a random distribution of 2400 elementary vortices with winding
number w = ±1, summing to a total angular momentum zero. After
the initial build-up of a characteristic distribution, a self-similar shift
towards smaller momentum scales is seen during the universal stage
of the time evolution. The earliest time shown (t = 3 · 102 ξ2

h , grey
points) is still within the non-universal stage. The scaling during the
later universal stage is analyzed in Fig. 6.

D. Anomalous non-thermal fixed point

Near a non-thermal fixed point, the time evolution of the
single-particle spectrum n(k, t), Eq. (4), is expected to corre-
spond to a scaling transformation (6) of a universal scaling
function. The occupation spectrum corresponding to the evo-
lution starting from the vortex-lattice state described in the
previous section is shown in Fig. 3. After an initial stage dur-
ing which the non-elementary vortices decay, a power-law de-
pendence of n on k = |k| builds up in an infrared momentum
region. This steep power law levels off at a scale kλ in the
infrared. This scale shifts in time towards lower momenta in-
creasing the occupation in the infrared, while the occupation
decreases at larger wave numbers. The evolution represents
self-similar particle transport towards the infrared, building
up a quasi condensate at low wave numbers, similarly as de-
scribed for the 3D case in Refs. [82–84].

The self-similar nature of the time evolution of n(k, t), de-
picted in Fig. 3, is demonstrated by the scaling collapse ac-
cording to Eq. (6). Fig. 4 shows that the time evolution of
the occupation spectrum can indeed be rescaled to a single
curve. The fitting procedure which is described in detail in
Appendix D yields the scaling exponents

αa = 0.402 ± 0.05 ,
βa = 0.193 ± 0.05 . (13)

The index ‘a’ is chosen to distinguish the exponents from
those obtained later with different initial conditions. In Fig. 4,
the rescaled spectra are shown at five exemplary times be-
tween t0 = 104 ξ2

h and time t = 2.7 · 105 ξ2
h , log(t/t0) = 1.43.
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FIG. 6. The graphs illustrate the scaling analysis of the evolution
close to the Gaussian non-thermal fixed point as shown in Fig. 5, in
full analogy with Fig. 4. The reference time is, again, t0 = 104 ξ2

h .
The scaling exponents are determined to be α = 1.10 ± 0.08 and
β = 0.56 ± 0.08. The scaling function (black line) exhibits a Porod-
law exponent ζ = 4.0 ± 0.1.

For the scaling analysis we took into account the occupa-
tion spectra at 300 logarithmically equidistant times within
the same interval.

The scaling evolution shown in Fig. 3 can be interpreted
to reflect turbulent (non-local inverse particle) transport. We
note that this inverse transport does not conserve particle num-
ber locally, i.e., momentum shell per momentum shell, as
commonly required for (wave) turbulent cascades within an
inertial interval of wave numbers. Nevertheless, in the isolated
system we consider, the transport conserves the total particle
number.

Our simulations give scaling exponents α and β consistent
with the relation α = dβ, cf. Eq. (9). Hence, particle num-
ber conservation also holds within the regime of momenta
and times governed by the scaling evolution shown in Fig. 4,
whereas a different relation between α and β would apply if
the self-similar transport conserved energy or other quantities
[38]. Based on the predictions (9) for the scaling exponents α
and β we infer a strong anomalous scaling exponent

ηa ' −3 (14)

to characterize the non-thermal fixed point reached from our
vortex-lattice initial conditions.

E. (Near-)Gaussian fixed point

In contrast to the above anomalous scaling, characterized
by the exponents (13) and (14), also a distinctly different self-
similar evolution is possible when starting from different ini-
tial states. In the following, we present results for initial states
containing random spatial distributions of 2400 elementary
defects, with an equal number of vortices and anti-vortices.
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This corresponds to four times as many vortices as obtained
from the decaying non-elementary vortices chosen in the pre-
vious section.

In Fig. 5, the time evolution of the occupation spectrum is
shown in analogy to Fig. 3. Fig. 6 shows the scaling collapse
within the same time frame as Fig. 4 in the anomalous case.
As before, at late times, t � 104 ξ2

h , the spectrum evolves in a
universal self-similar way. The scaling exponents are

αg = 1.10 ± 0.08 ,
βg = 0.56 ± 0.08 . (15)

which is again consistent with particle conservation, α = d β,
cf. Eq. (9). The crucial difference to what we found in the pre-
vious section is that, here, the numerically determined expo-
nents are consistent with the analytical prediction, Eq. (9), for
a vanishing anomalous exponent, indicating a (near) Gaussian
non-thermal fixed point:

ηg ' 0 (16)

The index ‘g’ refers to near-Gaussian, in contrast to the
strongly anomalous scaling (‘a’) found in the previous sec-
tion. We emphasize that our findings are compatible with a
small but non-zero anomalous scaling [85]. When we refer
to the fixed point as the ‘Gaussian’ one in the following, it is
meant in relation to the much larger value (14) at the anoma-
lous fixed point, not in an absolute sense. This nomenclature
includes our anticipation that a small non-zero ηg renders the
fixed point to be of the Wilson-Fisher type.

IV. NON-THERMAL FIXED POINTS AND
PHASE-ORDERING KINETICS

As pointed out in the previous section, if the scaling ex-
ponent β is positive, the self-similar build-up (6) of momen-
tum occupations in the infrared reflects a coarsening process.
In the following, we discuss in more detail the scaling near
the observed non-thermal fixed points in the context of the
classical theory of phase-ordering kinetics [7–10, 86, 87] (see
Ref. [11] for a review). For this, we compare the spatio-
temporal scaling relation (6) at the non-thermal fixed point
with the scaling forms obtained for the coarsening of ensem-
bles of defects.

Although the evolution of the Bose field, in our settings, is
not described by a diffusion equation, as usually is the case in
phase-ordering kinetics, we do not expect the effective coars-
ening dynamics to be fundamentally different in character. As
far as scaling laws are determined through the geometric and
topological properties of the order-parameter field, the theory
of phase-ordering kinetics is expected to apply in principle.
In fact, the dynamics at the non-thermal fixed point is found
to be in the classical-wave limit of the underlying quantum
dynamics. We point that, nevertheless, the scaling exponents
resulting for the coarsening dynamics of the unitarily evolv-
ing quantum system can be outside the commonly considered
universality classes. Not at last, non-thermal fixed points are
expected to be the underlying principle for a larger class of

universal dynamics phenomena, beyond the closer realm of
phase-ordering kinetics.

A. Porod tails

The theory of phase-ordering kinetics builds on the defini-
tion of an order-parameter field ψ(k, t) which, during coars-
ening, bears non-linear excitations such as solitary waves,
domain walls, and defects. A universal scaling form for
the structure factor S (k, t) = 〈ψ(k, t)ψ(−k, t)〉 of the defect-
bearing order-parameter field can be obtained by means of
power counting.

One generically considers an order parameter with N real-
valued components, described by an O(N)-symmetric model
Hamiltonian. For such a field carrying a defect ensemble with
a mean defect distance `d, Porod’s law [79] (see [8, 11] for a
generalization to arbitrary N) predicts a scaling form for the
angle-averaged structure factor, in d ≥ N spatial dimensions:

∫
dΩk S (k, t) ∼ ` d

d /(`dk)d+N . (17)

Considering a momentum range between the inverse defect
distance and an ultra-violet cut-off set by the size of the de-
fect core, 1/`d � k � 1/ξh, Eq. (17) follows from the d-
dimensional Fourier transform of a d − N dimensional but
otherwise structure-less defect in the order-parameter field.

For example, vortices in a 2D Bose condensate are zero-
dimensional defects in the order-parameter field φ, i.e., we
have d = N = 2. The scaling (12) of the corresponding
bosonic occupation spectrum, for η = 0, is equivalent to the
scaling form (17). Hence, the prediction ζ = d + 2 − η for
the scaling at a non-thermal fixed point [34–36], cf. Eq. (12),
is consistent with the Porod law (17) with N = 2, η = 0. An-
other example are magnetic domains in an order-parameter
field obeying a O(1) (Z2) symmetric Hamiltonian such as for
the Ising model. The corresponding Porod exponent ζ =

d + 1 also applies to domain walls such as solitons in a d-
dimensional Bose gas and characterizes the spatial scaling of
sound-wave turbulence, see, e. g. [46, 88, 89].

The rescaled momentum distributions at the non-thermal
fixed points studied in the previous section can be fitted, in the
infrared momentum region k < kΛ ' 0.5 ξ−1

h , to a generalized
Cauchy distribution,

n(k, t0) = fs
(
k/kλ(t0)

)
, (18)

fs(κ) =
A

1 + κ ζ
, (19)

shown as black lines in Figs. 4 and 6. Note that A is a non-
universal parameter which can be fixed by requiring a cer-
tain normalisation for the universal scaling function. Thus,
the collapsed curve follows a power law n(k, t0) ∼ k−ζ for
kλ(t0) � k � kΛ(t0). We find the Porod-tail exponents ζ = ζg,a
(see Appendix D),

ζg ' 4.0 ± 0.1 , (20)
ζa = 5.7 ± 0.3 . (21)
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The scaling exponent (20) at the Gaussian fixed point (ηg ' 0)
is considerably smaller than ζa, and is consistent with Eq. (17)
for N = 2. The Porod tail with ζg = 4 results for dilute en-
sembles of randomly distributed vortices in d = 2 dimensions,
cf. also Refs. [46, 47].

For both non-thermal fixed points, the exponent ζ can be
understood in terms of an extended Porod law. To this end,
we argue that, in general, the Porod law receives an additional
correction from the anomalous dimension η, giving

ζ = d +N − η. (22)

The anomalous Porod exponent (21) is consistent with do-
mains in the order-parameter field of an O(1) (Z2) symmetric
model, i.e., N = 1, taking into account the independently de-
termined anomalous exponent ηa. Inserting ηa from Eq. (14),
we obtain ζa = d +N − ηa ' 6 consistent with our numerical
result (21).

From our simulations, we infer that these domains are dis-
tinguished by the two possible orientations of the circulation
(vorticity) a cluster of like-sign vortices can take. The con-
jecture that the relevant order-parameter field is given by the
vorticity density ω ∼ ∇×v is further supported by the spectral
decomposition of the momentum distribution shown in Ap-
pendix C 3. In Fig. C.3, the red triangles represent the con-
tribution of the divergence-free part of the velocity field to
the occupation-number spectrum n(k) shown as black circles.
This part corresponds to the vorticity-bearing rotational flow
caused mainly by the vortex defects, and its proximity to n(k)
demonstrates that it dominates the total spectrum in the re-
gion of the Porod-law fall-off, near both, the anomalous and
the Gaussian fixed points [46]. This demonstrates that the vor-
ticity plays an important role in the observed dynamics.

We note that the angle-averaged vorticity spectrum scales
as

∫
dΩk〈|ω(k)|2〉 ∼ k4n(k) relative to the single-particle mo-

mentum distribution, cf. Eq. (37) of Ref. [46]. Hence, sup-
posing that vorticity represents the order parameter the coars-
ening of which can be described in terms of a Z2-symmetric
Landau-Ginzburg type model, one would expect, from our nu-
merical result for ζa, Eq. (21), the respective structure factor to
exhibit a Porod tail ∼ k−2. Assuming furthermore the validity
of Eq. (22) for this tail, within a so far not further specified de-
scription of phase-ordering kinetics, in d = 2 dimensions and
for N = 1, corresponding to the Z2 symmetry, one obtains
η ' 1. A further examination of this is beyond the scope of
the present work and will be done elsewhere.

We add the remark that a Z2-symmetry breaking clustering
transition has been described within an equilibrium formula-
tion in Refs. [90, 91], with vorticity density as order parame-
ter, see also Ref. [92] and our discussion in Sect. IV F below.

In this context, it is also interesting that a scaling of n with
ζ = 6 could be associated with the scaling of the angle-
averaged radial kinetic energy distribution E(k) ∼ k3n(k) ∼
k−3 corresponding to a direct enstrophy cascade [47, 64–
66, 92] known to characterize classical turbulence in a con-
tinuously driven 2D incompressible fluid [67]. This power
law is steeper than that of a classical Kolmogorov-5/3 law
E(k) ∼ k−5/3, corresponding to ζ = 4.66.

Note, furthermore, that, as seen in Fig. 3, the power law
(21) is found already at very early times, when the vortices
still form strong clusters. We recall that an elementary vortex,
on scales smaller than the size of its core, gives rise to a power-
law momentum spectrum n(k) ∼ k−6, cf. Fig. 7 of Ref. [46].
This scaling is here found to survive after the break-up of a
non-elementary vortex into elementary vortices, over scales
on the order of the cluster size.

We finally note that the η term in Eq. (22) is also corrobo-
rated by the single-particle spectra of weak sound-wave tur-
bulence computed numerically in Refs. [46, 88]. In this case,
N = 1 should also apply because the turbulent transport of
compressible (sound-wave) excitations is expected to involve
solitary waves which, as mentioned above, represent defects
of an O(1)-symmetry breaking order-parameter field.

As was furthermore demonstrated in Ref. [41], numeri-
cally determined spectra of compressible excitations for d =

1, 2, 3 are consistent with scaling exponents ζ inferred from
renormalization-group analyses of the Kardar-Parisi-Zhang
(KPZ) equation. Both, the numerically obtained exponents
ζ for the compressible excitations, and the exponents deter-
mined in the KPZ framework, can be explained by the same
non-zero anomalous dimension η. This provides a further sup-
port of the anomalous correction in Eq. (22).

B. Coarsening as a form of phase-ordering kinetics

Arguments based on classical dynamics [93] of the order-
parameter field [8], or on a renormalisation group ap-
proach [11, 86], allow to predict the temporal scaling of the
defect length as

`d(t) ∼ t βd , (23)

neglecting possible multiplicative logarithmic corrections.
The exponent βd characterizes the speed of the coarsening pro-
cess, which is influenced by conservation laws in the order-
parameter field.

The coarsening dynamics of the order-parameter field is
typically described by a diffusion-type equation [11],

(
1

akµ
+

1
Γ

)
∂tψ(k, t) =

δF[ψ]
δψ(−k, t)

, (24)

where F[ψ] is the free energy of the order-parameter field ψ
defining the model under consideration. The term involving
the diffusion constant Γ applies in the case of non-conserved
fields, while the first term on the left-hand side accounts for
additional conservation laws the field obeys, parametrized by
a transport coefficient a [11]. The parameter µ defines the na-
ture of the conservation law which effectively modifies the
scaling of the kinetic (typically Laplacian) operator in the
equation of motion.

For example, coarsening dynamics near equilibrium, ac-
cording to the purely dissipative model A within the
Hohenberg–Halperin classification [6], has µ = 0, while µ = 2
applies to the diffusive model B for conserved order parame-
ters.
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The coarsening process described by Eq. (24) is governed
by the scaling exponent,

βd =
1

2 + µ
, (25)

if N > 2 or µ = 0, while for N < 2 and N + µ > 2 one finds

βd =
1

N + µ
. (26)

In the marginal case N = 2 and µ > 0, a logarithmic correc-
tion applies,

`d(t) ∼ (t ln t)1/(2+µ) , (27)

cf. Ref. [11] and in particular Fig. 24 therein for other cases
with N + µ ≤ 2.

Inserting the scaling (23) into the spatial scaling form (17),
neglecting potential logarithmic corrections, and including a
simple infrared cutoff in terms of a constant C results in a
scaling form for the structure factor,

S (k, t) ∼ t d βd

1 + C (t βd k) d+N . (28)

Assuming that the scaling form (28) and the scaling relation
(6) describe the same physical processes, one obtains the scal-
ing relations β = βd and α = dβd between the scaling expo-
nents [94].

This suggests that the defect coarsening, up to logarithmic
corrections, is in one-to-one correspondence with the self-
similar transport process near the non-thermal fixed point. For
βd > 0, the transport is directed towards infrared momenta and
is subject to particle conservation in the scaling regime (see
Eqs. (9) and (10)).

C. Coarsening at the non-thermal fixed points

With the above results from the theory of phase-ordering
kinetics at hand, we can analyse the dynamics near the pre-
viously described non-thermal fixed points by evaluating the
time evolution of the average defect distance `d(t). Fig. 7
shows `d(t) for the different initial vortex configurations cho-
sen in our numerics. Blue triangles mark the evolution from
the random initial distribution of Nd(ti) = 2400 elementary
vortices and anti-vortices, for which the occupation spectrum
is shown in Fig. 6 and a scaling evolution with exponents (15)
is found at late times, indicating the approach of the (near-
)Gaussian fixed point.

The green squares and red circles show the evolution from
a vortex-lattice initial state, containing defects with winding
number w = ±6. The green data starts from a lattice of 16×16
vortices, the red data from an 8×8-lattice. The evolution of the
occupation spectrum corresponding to the red data is shown
in Fig. 4 and gives an anomalously slow scaling evolution,
indicating the approach to the anomalous non-thermal fixed
point (13).
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FIG. 7. Mean defect distance `d as function of time, after phase-
imprinting different initial vortex configurations at ti = 0. The (blue)
triangles show the evolution from a random distribution of Nd(ti) =

2400 elementary vortices and anti-vortices (total angular momentum
zero), corresponding to the evolution shown in Fig. 6. The (green)
squares and (red) circles show the evolution from an irregular square
lattice of 16 × 16 and 8 × 8 non-elementary vortices with winding
numbers w = ±6, see Fig. 1a for an example. The evolution marked
by the (red) circles corresponds to Fig. 4. As indicated by the dashed
and solid black lines, the growth of the distance is well approximated
by power laws `d(t) ∼ t βd with βd = 1/2 (Gaussian fixed point) and
βd = 1/5 (anomalous fixed point), respectively. As indicated by the
evolution marked by the (green) squares, depending on the initial
conditions, the system can first approach the anomalous fixed point
before it turns to steeper scaling near the Gaussian one.

Fig. 7 demonstrates that, for both types of initial conditions
chosen here, the evolution of the length scales is consistent
with scaling behaviour, `d(t) ∼ t βd , within certain intervals of
time. For example, for both, the blue and the red data, scaling
is seen for t > t0 ' 104 ξ2

h , simultaneously with the scaling
evolution of the occupation spectrum.

The evolution marked by the green squares in Fig. 7 in-
volves an initial decay of the non-elementary vortices into
1536 elementary defects. At later times, the growth of `d(t)
(green squares) is also found to approach the Gaussian fixed
point. This shows that the system can switch dynamically
between the two different types of phase-ordering kinetics.
As each type is associated with a different non-thermal fixed
point, this demonstrates that the system first approaches the
anomalous fixed point and only later is attracted by the Gaus-
sian one.

We note that whether and how long the anomalous fixed
point is approached appears to be mainly determined by the
initial density of defects rather than by their spatial arrange-
ment in the system. Starting with winding numbers larger than
one seems to facilitate the approach to the anomalous fixed
point. A detailed study of the different conditions determin-
ing the attractive basin of the anomalous fixed point is beyond
the scope of the present work. As we will show, however,
in the next subsection, the effective coupling between the de-
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fects and the fluctuating bulk controls the transition from the
strongly anomalous to the (near-)Gaussian scaling behavior.

Near both non-thermal fixed points the coarsening expo-
nents are found to be consistent with each other. Near the
Gaussian fixed point, βd ' 0.5 ' βg and αg ' dβd ' 1
(cf. Eq. (15)). These values are consistent with Bray’s pre-
diction, Eq. (25), if purely dissipative dynamics,

µg ' 0 , (29)

is assumed for the order-parameter field.
The value βa = 0.193 ± 0.05 we find near the anomalous

fixed point (cf. Fig. 4 and Eq. (13)), characterizes a distinctly
different class of phase-ordering kinetics. Taking into account
that N = 1, as argued in Sect. IV A, and setting βd = (N +

µ)−1 = βa = (2 − ηa)−1, cf. Eqs. (26) and (9), respectively, the
anomalous exponent ηa ' −3 maps to

µa ' 4 . (30)

In the theory of phase ordering kinetics, µ > 0 signals that
the time-evolving order parameter fulfills additional conserva-
tion laws [11]. Formally, in the language of renormalization-
group theory, µ takes the role of the scaling exponent η of a
wave-function renormalization factor. This corroborates our
conjecture, Eq. (30). Again, we have neglected any possible
logarithmic corrections.

We remark that, however, the prediction (9) for β results
from a next-to-leading-order large-N expansion [38]. Hence,
for large N where it is expected to be valid rigorously, the
relation (25) applies, and thus, for N ≥ 2,

µ = −η . (31)

This argument also provides a possible explanation for the in-
dependence of the scaling exponent β of N [38]. The energy
of the order parameter field per unit defect-core volume is,
for N ≥ 2, mainly given by the contribution from the field
around the defect core the scaling of which is fixed by geom-
etry [11]. For example, the velocity field around point defects
in d = 2 dimensions scales as 1/r in the distance r from the
core. Hence, if coarsening is dominated by (radially symmet-
ric) defects, this contribution fixes β = 1/2, for N ≥ 2, up to
the anomalous correction η.

We furthermore note that our results are also compatible
with the scaling observed for the scaling dynamics of rela-
tivistic O(N) models, for N = 2 and 4, giving β ' 0.5 [38].
As demonstrated in Ref. [95] for the case N = 2, charge do-
mains separated by vortex sheets characterize the evolution
near the non-thermal fixed point, consistent with the condi-
tions for a coarsening exponent β = 1/(2− η), with η ' 0. We
finally remark that scaling which reflects the occurrence of
more intricate topological defects beyond vortices [96], possi-
ble in O(N) models forN > 2, is expected to require a higher
spatial dimensionality, d ≥ 3.

In summary, the universal scaling corresponding to the
coarsening at the Gaussian non-thermal fixed point is consis-
tent with the class defined by the Hohenberg–Halperin model
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FIG. 8. Mean defect distance `d as function of time, after prepar-
ing an irregular 8× 8 square lattice of non-elementary (anti-)vortices
with winding number w = ±6. Symbols (colors) mark the evolu-
tion for different parameters δ and γ, describing the coupling to the
bath, cf. Eq. (C.5), in a way that the temperature is held fixed at
T = 2kBδ/γ = 100 ξ−2

h . Comparing with Fig. 7 we find the same
universal growth laws `d(t) ∼ t βd near the anomalous fixed point
(βd = 1/5) and near the Gaussian fixed point (βd = 1/2) as for the
isolated system. Moreover, the crossover time scale from anomalous
to Gaussian scaling is controlled by the strength of the coupling δ to
the thermal bath. This suggests that also through the different initial
conditions chosen in Fig. 7, a thermal bath is created which even-
tually forces the system to deviate from the anomalous fixed point.
At late times, the data is limited by averaging statistics while at least
one vortex–anti-vortex pair is left.

A. We emphasize that, however, the dynamics at the far-from-
equilibrium non-thermal fixed point is not necessarily equiva-
lent to near-equilibrium coarsening at the fixed point describ-
ing the corresponding equilibrium phase transition [11]. The
coarsening related to the anomalous non-thermal fixed point
does not fall, to our knowledge, in any of the known standard
classes of dynamical critical phenomena.

D. Coarsening under coupling to a thermal bath

Our results discussed above suggest that the coarsening dy-
namics near the Gaussian non-thermal fixed point in the iso-
lated 2D Bose gas is consistent with coarsening. This coars-
ening occurs according to the Hohenberg–Halperin model A,
i.e., within a classical dissipative setting, following quenches
across the corresponding thermal phase transition. To investi-
gate this relation further, we present, in the following, analo-
gous results for coarsening in a dilute 2D Bose gas coupled to
a thermal bath.

As before, we choose the same type of non-equilibrium ini-
tial conditions by setting a weakly irregular rectangular lattice
of non-elementary vortices. At time ti, we couple the system
to a thermal bath and compute the ensuing time evolution ac-
cording to the driven-dissipative stochastic Gross-Pitaevskii
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equation [97]. The temperature is chosen such that, at late
times, the system approaches a thermal state without free vor-
tex defects below the Berezinskii–Kosterlitz–Thouless (BKT)
transition. Details of the numerical method and results show-
ing the self-similar coarsening evolution of the occupation
spectrum are given in Appendix C.

Fig. 8 shows the scaling found in the time evolution of the
mean defect distance `d, in analogy to Fig. 7 for the isolated
case. As before, we start from an irregular 8 × 8 square lat-
tice of non-elementary (anti-)vortices with winding number
|w| = 6. We vary the parameters δ and γ, describing the cou-
pling to the bath, cf. Eq. (C.5), in a way that the temperature
is held fixed at T = 100 ξ−2

h . Fig. 8 shows the ensuing time
evolution of `d(t) for a range of different δ as indicated. For
stronger coupling, Gaussian scaling evolution with `d(t) ∼ t1/2

is seen during the late-time evolution. As before, in addition
to a pure scaling behavior, our numerical results are in princi-
ple consistent with weak logarithmic corrections [11, 12].

Reducing, however, the coupling δ to the bath, the ini-
tial vortex clustering is found to survive for a sufficiently
long time such that we are again observing anomalous non-
thermal-fixed-point scaling at early times of the evolution, be-
fore the system switches to Gaussian scaling. The cross-over
to thermal scaling occurs the earlier, the higher the coupling
is, at a time tc which approximately scales as tc ∼ δ−1.2±0.2.

Hence, as before, our results indicate that the chosen ini-
tial vortex ensemble induces the system to be driven closely
to the anomalous fixed point at early times of the evolution.
We furthermore infer that the late-time Gaussian scaling ob-
served in the isolated system can be associated with a thermal
bath built up self-consistently in the system. This implies that
the macroscopic parameter controlling the type of fixed point
behavior in the isolated system is the effective dissipation to
the fluctuating bulk, which builds up depending on the energy
in the UV induced through the initial vortex distribution. This
leads us to the conjecture that the Gaussian non-thermal fixed
point in the isolated system is consistent with the behavior of
the coarsening dynamics predicted within the theory of phase-
ordering kinetics.

E. Three-body-collision induced vortex loss

The anomalously slow coarsening behavior can be under-
stood, in leading asymptotic approximation, in terms of the
scattering kinetics of vortex defects created in the system. The
essential characteristics of this kinetics is seen rather clearly
in a motional visualization of the dynamics [98]. As discussed
above, the initial states containing non-elementary vortices are
seen to exhibit a particularly strong clustering of like-sign de-
fects during the early stage. This observation is corroborated
by the results shown in Fig. 9 for the degree Pc(t) of clustering
at time t. This measure is defined as

Pc(t) =

∫ b

a
d` [L(`, t) − `] /(b − a) , (32)
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FIG. 9. Degree Pc(t) of clustering of elementary like-sign vortices
as a function of time, defined in Eq. (32), for the same three initial
conditions as used in Fig. 7. Deviations of Pc from zero indicate clus-
tering (Pc > 0) or anti-clustering (Pc < 0). A strong anti-clustering
of like-sign defects, such as for the data marked by (blue) triangles,
is accompanied by vortex–anti-vortex pairing.

in terms of Ripley’s L function,

L(`, t) =


V

[
πNv(t)2

]−1 ∑

i, j

θ
(
` − di j(t)

)


1/2

, (33)

where V is the system’s volume, Nv(t) = Nd(t)/2 is the num-
ber of like-sign defects at time t. The θ function counts all
pairs of like-sign defects i, j with Euclidean distance di j be-
low a maximum of `. We chose the integration interval to be
bound by a = 6 ξh and b = 150 ξh. Thus, positive values of
Pc indicate clustering while for Pc < 0 strong anti-clustering
is present, i.e., pairing of vortices and anti-vortices. Compar-
ing with Fig. 7, clustering of like-sign defects appears to be
correlated with the anomalously slow coarsening.

Examining the motional visualization [98] in more detail
one observes that, during the anomalous coarsening, the de-
fects are rather evenly distributed across the volume. While
pairs and clusters of vortices with same-sign circulation ro-
tate around each other, pairs of loosely bound vortices and
anti-vortices (vortex ‘dipoles’) travel coherently along the
boundaries of the clusters, dragged along by the strong flux.
Thereby, loss of vortices appears to be caused by three-
body collisions of defects with pairs of both, even-sign and
opposite-sign circulation. These collisions allow vortices with
opposite circulation to approach each other more closely than
a few times the healing length ξh. As a result, these vortices
can form closely bound pairs moving at a high speed, which
are less tied to the large-scale coherent flow. Soon after their
formation, these pairs can mutually annihilate by interaction
with the background noise.

The motion of point vortices can be described by the On-
sager model [81]. This model accounts for an attractive in-
teraction between vortices and anti-vortices which scales with
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the logarithm of the defect distance. However, the Hamilto-
nian does not possess a kinetic term which would allow this
potential energy to be transferred to kinetic energy and thus
enable a direct mutual approach of the defects.

Only at short distances, below a certain threshold of a few
healing lengths ξh, additional dissipative forces act on the vor-
tices due to the background noise. These forces are not ac-
counted for by the basic Onsager model and allow pairs of
vortices to do the final move, viz. directly approach each other
and mutually annihilate. During this process, they are still
moving at high speed, as a Helmholtz pair, along the direction
perpendicular to the dipole-vector.

At larger distances, the only way for a vortex to get close
to an opposite-sign vortex and for a dipole to further reduce
its binding length, is to scatter with a another vortex or dipole
whereby energy can be transferred. As the Onsager potential
energy scales logarithmically with distance, the defects taking
part in the collision should have similar distances. For recent
theoretical studies of such processes, see Refs. [47, 68, 69].

A simple kinetic argument supports our conjecture that,
near the anomalous fixed point, three-body scattering prevails
while two-body collisions dominate near the Gaussian fixed
point: Suppose a kinetic equation ∂tNd ∼ −ΓNd accounts for
the mean decrease of the number of defects Nd(t), with the
collision rate Γ depending on Nd itself.

The two-body collision rate of vortices with mean free trav-
eling time τ can be estimated to scale as Γ2 ∼ τ−1. That is,
within the time

τ ∼ lmfp

v
, where lmfp ∼ V

Ndσ
, (34)

on average, a given vortex comes close to another one. Here,
lmfp is the mean free path of the vortices, with cross section a
few times the healing length and thus scaling as σ ∼ ξh, and v
is the mean velocity of the vortex.

Consider now the probability that, at the moment of the
collision, a further vortex is closer than a small multiple of
the healing length to one of the scattering partners. Using
our above results, we estimate this probability to scale as
ξh/lmfp ∼ ξ2

hNd/V . This is of the order of the fraction of the
mean volume per vortex, V/Nd, which is occupied by a closely
bound pair with a linear extent of a few times ξh.

As a result, only a fraction ∼ ξ2
hNd/V of all vortex-vortex

encounters can be counted as three-body collisions. The re-
sulting rate of vortex loss through three-body scattering is
therefore estimated to scale as the product of Γ2 and this frac-
tion. Hence the rate is scaling as

− (N−1
d ∂tNd) ∼ Γ3 ∼ Γ2 ξh/lmfp ∼ τ−1Nd ξ

2
h/V . (35)

Inserting τ from Eq. (34) one obtains the rate to scale as
Γ3 ∼ vN2

d ξ
3
h/V

2. Note that Γ3 ∼ N2
d is the standard scaling

of a three-body scattering rate between scatterers with con-
centration scaling as Nd.

The crucial difference here is that the velocity v varies with
Nd as well. The rather uniform distribution of vortices and
anti-vortices within the system means that their mean velocity
scales with the inverse of the mean pair distance, v ∼ 1/lD,

which is on the order of the mean defect distance, lD ∼ `d ∼
(V/Nd)1/2. As a result, we find

∂tNd ∼ −Γ3Nd ∼ − const. × N7/2
d , (36)

where the constant has units of t−1, having the scaling solution

Nd(t) ∼ t−2/5 . (37)

This is consistent with the increase `d(t) ∼ [V/Nd(t)]1/2 ∼ t1/5

of the defect spacing seen in Figs. 7 and 8.
The above kinetics is different from that near the Gaussian

fixed point. This can be inferred from the motional visual-
ization [98] which shows that vortices are predominantly al-
ready paired with each other, with different pairing distance.
Clustering of like-sign vortices and concomitant large-scale
flows do not appear. As a consequence, dipoles do not have to
be formed first, and mutual annihilation follows quickly after
two-body scattering of a fast-moving vortex pair with another
defect. This is described by a kinetic equation

∂tNd ∼ −ΓDNd , (38)

where the rate scales with the mean free traveling time of
pairs, ΓD ∼ τ−1

D ∼ NdσDv/V , with cross section σD ∼ ξh, and
velocity v ∼ `−1

D ∼ ξ−1
h . Hence ΓD ∼ Nd and thus Nd(t) ∼ t−1,

consistent with `d(t) ∼ t1/2. This is seen in our data, see also
previous work in Ref. [47].

We conclude that the anomalously slow coarsening pro-
cess is dominated by the direct interactions between three de-
fects, not obstructed by dissipative interactions with the bath
of thermal or near-thermal small-scale fluctuations [29]. In
contrast, the main decay mechanism of vortices in the ther-
mally coupled gas is provided by vortex–anti-vortex annihi-
lation after a comparatively fast diffusive mutual approach of
the defect pair. This is due to the fact that the drift under the
Magnus force, in the dissipative system, exceeds the parallel
propagation of pairs of opposite-sign defects according to the
Helmholtz vortex law.

The dynamics of the vortex distributions at the anomalous
fixed point is likely to have strong relations to 2D classical tur-
bulence. Kinetic energy spectra and possible relations to clas-
sical turbulence were studied in Refs. [56, 65, 90–92, 99, 100]
exhibiting the relevance of the formation of like-sign vortex
clusters for the energy spectra to show Kraichnan-type scal-
ing behaviour. In contrast to this, starting from different initial
conditions, the defects tend to arrange in randomly distributed
bound vortex–anti-vortex pairs showing, at early times, two-
body scattering loss, before being slowed down to a three-
body-dominated decay later [47].

F. Relation to scaling behavior in driven stationary systems

Our findings motivate us to ask whether the vortex config-
urations can be stabilized in a way such that the dynamical
scaling behaviour at the anomalous non-thermal fixed point
can be associated with an appropriate equilibrium fixed point.
In the remainder of this chapter we briefly discuss possible
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interpretations in the context of near-equilibrium dynamical
critical phenomena, in particular of vortex glasses in type-II
superconductors and a vortex-clustering phase transition in a
dilute 2D Bose gas.

The renormalisation-group approach to defect coarsen-
ing [11, 86] allows for a more intuitive interpretation of the
anomalously slow phase-ordering process. Generally, in mak-
ing a scaling hypothesis for a correlation function, one needs
to introduce a dynamical critical exponent zd, defining the re-
lation between the temporal and spatial scaling of the renor-
malization flow of the order-parameter field [101]. For the
structure factor, the scaling hypothesis reads

S (sk, s−zd t) = s−αdzd S (k, t) . (39)

Comparing this relation with the scaling forms (17) and (28),
we find that the temporal scaling of `d(t) ∼ t βd ∼ t1/zd provides
the dynamical exponent in terms of βd,

zd = 1/βd , (40)

see also Ref. [85]. The dynamical exponent zd is associ-
ated with the particular dynamic universality class which the
near-critical evolution of the effective, defect-bearing order-
parameter field falls into. Hence, our results imply an anoma-
lously large value of the dynamical critical exponent,

zd ' 5 . (41)

In contrast, thermally diffusing vortices near the Gaussian
fixed point show zd = 2 [11], and thermal quenches in the
superfluid phase of the two-dimensional Bose gas give rise to
dynamics governed by zd = 1 [29].

Considering driven stationary systems, a dynamical criti-
cal exponent z = 5, determining the relative scaling in the
frequency dependence of the dynamic structure factor and
the spectral function, is, as in phase-ordering kinetics, most
compatible with a conserved order parameter, such as in the
Hohenberg–Halperin model B [6]. Experimental evidence for
a value z ≈ 5 has been reported near a transition from a vortex-
lattice phase to a vortex-glass phase [102, 103], studied ex-
tensively in the context of type-II superconductors [71]. The
glass appears when a regular Abrikosov lattice changes into a
phase of disordered, pinned vortices, below the transition to
a vortex liquid of more freely propagating defects. The vor-
tices affect the current-voltage characteristics of the supercon-
ductor in a way which depends on the density, position, and
interactions of the defects.

Numerical studies [104] corroborate the measured value
of z, and theoretical models for a vortex-glass phase in su-
perconductors have been proposed [105, 106]. For a com-
plex Ginzburg-Landau model with a static magnetic field and
a Gaussian stochastic mass, van Hove scaling results, z =

2(2 − η), corresponding to a conserved order parameter and
an overdamped zero-frequency hydrodynamic mode. A first-
order epsilon expansion around the respective upper critical
dimension, dup = 6, yields z = 2(2 + ε/6) [106], similarly as
for Ising spin glasses [107]. In d = 2 dimensions, this extrapo-
lates to an order-of-magnitude estimate for the dynamical ex-
ponent of z ' 5.3. In a charge-neutral dilute Bose gas, an

Abrikosov lattice can be created by means of rotating-phase
laser fields [108, 109] and could, possibly, open new perspec-
tives to study dynamical critical behavior in such systems.

For charge-neutral atoms in a closed trap without external
fields, a potentially related clustering transition has been re-
ported [90, 91]. Onsager’s point-vortex model [81] implies a
maximum entropy state in which an equal number of elemen-
tary vortices and anti-vortices are randomly distributed in the
system. It was shown that, continuously driven, such a sys-
tem can exhibit a dynamical transition from a state described
by a positive temperature to one with negative temperature,
depending on whether the entropy rises or decreases with in-
creasing energy density. While, for positive temperatures, vor-
tices and anti-vortices mingle and form bound pairs, like-sign
vortices are expected to spontaneously cluster with each other
at negative temperatures.

Our results indicate that, during the coarsening process, the
scaling exponent β switches from the anomalous to the Gaus-
sian value, when the clustering of like-sign defects disappears,
see Figs. 7 and 9. Hence, it is imaginable that in a driven situ-
ation, with a vortex ensemble containing a constant number of
defects on average and representing a state close to the clus-
tering transition of Refs. [90, 91], the respective critical dy-
namics is related to the anomalous fixed point we report here.

V. CONCLUSIONS

In this work, we have presented numerical evidence for
a strongly anomalous non-thermal fixed point in a two-
dimensional Bose gas. Starting from different kinds of en-
sembles of elementary and non-elementary vortices, i.e., from
a far-from-equilibrium initial state, the evolving isolated sys-
tem shows a slow decay of the vortices through mutual anni-
hilation. The decay can be described as coarsening dynam-
ics, showing an anomalously slow self-similar evolution of
the single-particle momentum spectrum, Eqs. (6) and (18),
characterized by scaling exponents, α = 0.402 ± 0.05, β =

0.193 ± 0.05, and ζ = 5.7 ± 0.3, see Eqs. (13) and (21),
Figs. 3 and 4, implying a dynamical scaling exponent zd ' 5.
This anomalous non-thermal fixed point is reached prior to
a different, (near-)Gaussian fixed point exhibiting exponents
α = 1.10 ± 0.08, β = 0.56 ± 0.08, and ζ = 4.0 ± 0.1, see
Eqs. (15) and (20), as well as Figs. 5 and 6.

We demonstrate that the self-similar coarsening evolution
of the isolated system near the Gaussian fixed point is con-
sistent with the dissipative coarsening when the system is
coupled to a thermal bath. This is attributed to the fact that
also the isolated system builds up thermal-like fluctuations
at short wave lengths. It is a matter of the strength of this
coupling to the bath when the Gaussian fixed-point scaling
starts to supersede the anomalous one. As a consequence, the
observed coarsening represents a type of dynamical critical
behavior which appears to be closely related to the equilib-
rium phase transition at non-vanishing temperatures. In con-
trast to the entirely thermal state, however, it shows a steep
Porod law, Eq. (20), associated with randomly scattered ele-
mentary vortices and anti-vortices on a phase-coherent back-
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ground [46, 48] which are bound to decay.
On the other hand, provided the system is prepared in a suit-

able initial state, allowing for clustering of like-sign vortices,
it exhibits the strongly anomalous scaling evolution at early
times. The associated anomalous scaling exponent η ' −3,
cf. Eq. (14), is found to take the same role as the exponent µ
characterizing the conservation law governing the coarsening
dynamics of the order parameter in phase-ordering kinetics.

Our results indicate that, far from equilibrium, the model
possesses a non-thermal fixed point seemingly unrelated to
the thermal fixed point. The respective anomalous scaling is
seen to last as long as the coupling to thermal noise is suffi-
ciently weak such that three-body collisions of defects repre-
sent the dominant loss process. The clustering is reflected in
a steeper Porod law at low wave numbers, Eq. (21), which, as
for the Gaussian fixed point, disappears in the thermal state.
In both cases, the critical behaviour is possible only through
strong driving out of equilibrium as accomplished by the ini-
tial quench which leads to the coherent hydrodynamic prop-
agation of vortices on the background of a strongly phase-
coherent gas.
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APPENDIX

Appendix A: Dynamical simulations

In this paper we statistically simulate the far-from-
equilibrium dynamics in the classical-wave limit of the under-
lying quantum field theory. The classical equation of motion
for the complex scalar field φ(x, t) reads

i∂tφ(x, t) =

[
− ∇

2

2m
+ g|φ(x, t)|2

]
φ(x, t). (A.1)

Here, m is the boson mass, g quantifies the interaction strength
in d = 2 dimensions, and, in our units, ~ = 1. Our compu-
tations are performed in a computational box of size L2 on a
grid with side length L = Nsas, lattice spacing as, and peri-
odic boundary conditions. We implement a split-step integra-
tion scheme on NVIDIA GTX Titan Black GPUs, in a cluster

with 4 host nodes and 4 graphic cards per node. For this, the
core functions of the propagation scheme, in particular the fast
Fourier transform, are implemented using NVIDIA’s CUDA
extension for C [110].

For the numerical data presented in this work, we solve
Eq. (A.1) on a grid with Ns = 1024 interpolation points and
lattice spacing as = 1 in each direction. Therefore, the only
length scale which remains to be fixed is the healing length
ξh = (2mgN/L2)−1/2 = (2mgN/N2

s )−1/2 as. We choose a mass
m = 1/2, a total number of particles N = 3.2 · 109, an inter-
action strength g = 3 · 10−5. This results in a healing length
of ξh = 3.30 as, which determines the resolution of the core
of an elementary vortex on the computational grid. Taking, as
an example, the 2D experiment in Ref. [111], the elementary
time step corresponds to 2mξ2

h/~ = ξh/cs ' 0.2 ms, such that
a total time of 105 ξ2

h corresponds to about 20 seconds.

Appendix B: Time evolution of spatial defect patterns

In this appendix we complement Fig. 2 in Sect. III C with
a diagram comparing the flow patterns during the dynamics
near the anomalous fixed point with that near the Gaussian
fixed point. Fig. C.1 shows, in panel (a), the hydrodynamic
velocity field v at time t = 4 · 104 ξ2

h during the evolution near
the anomalous fixed point. Black flow lines indicate the ori-
entation of the velocity field while the color projection de-
picts the modulus |v|. It exhibits clustering of vortices (orange
dots) and anti-vortices (green dots) which induce strong co-
herent flows indicated by colors on the blue side of the scale.
The clustering leads to a screening of the vortices enclosed in
each cluster against mutual annihilation with vortices of the
opposite circulation. Decay of the vortex number can effec-
tively be ascribed to three-vortex-collision loss, as described
in Sect. IV E.

This configuration is compared, in Fig. C.1b, to a typical
configuration at at time t = 4 ·104 ξ2

h during the evolution near
the Gaussian fixed point. Here, the system largely consists
of relatively closely bound pairs of vortices and anti-vortices.
The scattering of these pairs leads to a decay of the total num-
ber of defects which scales like Nd ∼ t−1, see Sect. IV E.

Appendix C: Coarsening in the presence of a thermal bath

In this appendix, we discuss the coarsening dynamics of
a driven-dissipative system, i.e., a Bose gas in a thermal
environment, for comparison with the universal dynamics
near non-thermal fixed points in the isolated system. In-
stead of sampling over stochastic initial field distributions a
time-dependent stochastic driving force and dissipation via
imaginary coupling constants are introduced [97, 112, 113].
We briefly recall the driven-dissipative stochastic Gross-
Pitaevskii equation. which we then use to determine numeri-
cally the coarsening dynamics, i.e., the coarsening exponents
α and β.
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FIG. C.1. The hydrodynamic velocity field v corresponding to the
snapshots of the time evolving density shown in Fig. 1 (panel a).
Black flow lines indicate the orientation of the velocity field while
the colour projection depicts the modulus |v|. The positions of vor-
tices (anti-vortices) are marked by orange (green) dots. The strong
clustering after the initial break-up as well as the large-scale vor-
tex clustering leading to strong coherent flows during the universal,
late-time stage are clearly seen. Panel b shows a characteristic hy-
drodynamic velocity field near the Gaussian non-thermal fixed point.
Here, the system largely consists of relatively closely bound pairs
of vortices and anti-vortices. Both flow fields are depicted at a time
t = 4 · 104 ξ2

h .

1. Driven-dissipative Gross-Pitaevskii equation

The dilute interacting Bose gas coupled to a particle bath
and a driving force field is described, in semi-classical ap-
proximation, by the stochastic driven-dissipative GPE [97]

i∂tφ(x, t) =
δH

δφ∗(x, t)
+

δHd

δφ∗(x, t)
+ ζ(x, t) , (C.1)

where ζ is a stochastic external force vanishing in the mean,
〈ζ(x, t)〉 ≡ 0, and H denotes the standard Gross-Pitaevskii
Hamiltonian,

δH
δφ∗(x, t)

=

[
− 1

2m
∇2 + g |φ(x, t)|2 − µ

]
φ(x, t) , (C.2)

with particle mass m and chemical potential µ. g is the real
part of the coupling constant, defined, in d = 2 dimensions
by g = −(4π/m)[ln(µma2/4)]−1 in terms of the s-wave scat-
tering length a. H describes the energy and particle-number
conserving part of the dynamics, while Hd accounts for the
dissipative part of the dynamics,

δHd

δφ∗(x, t)
= i

[
ν∇2 − gd |φ(x, t)|2 + µd

]
φ(x, t) , (C.3)

defined in terms of the diffusion constant ν and the imaginary
parts of the coupling, gd, and chemical potential, µd. We re-
strict ourselves to the case gd > 0 and µd > 0 for which the
terms proportional to gd and µd account for loss and gain of
particles, respectively.

The stochastic force ζ is chosen to have Gaussian statistics,
uncorrelated in time and space,

〈ζ∗(k, t)ζ(k, t′)〉 = γ δ(t − t′) , (C.4)

with a driving strength γ. In our simulations, γ is a constant
in time and space.

While, in general, the above setup generates a strong non-
equilibrium coupling to a non-thermal bath, a special choice
of the parameter set renders the setup thermal [97]. The com-
plex coupling constants 1/2m + iν, g + igd, and µ + iµd need
to have the same argument in order for the system to obey de-
tailed balance [114], i.e., δ = gd/g = µd/µ = 2mν. As a result
of the classical-statistical fluctuation-dissipation relation, the
temperature is related to this fraction δ by [97]

T = 2kBδ/γ . (C.5)

2. Coarsening dynamics

We use the stochastic Gross-Pitaevskii approach summa-
rized above to simulate coarsening dynamics of the dilute
Bose gas coupled to a thermal bath for comparison with our
studies of the isolated system. We choose Hd = iδH in
Eq. (C.1) otherwise keeping the parameters chosen in the main
text. The imaginary parts of the coupling parameters are
chosen such that δ = 0.00215, and γ is adjusted to yield
temperatures T = 100 ξ−2

h . This places the system deep in
the quasi-ordered regime below the Berezinskii–Kosterlitz–
Thouless transition temperature which, in mean-field approx-
imation, is TBKT = π

√
n0/2m = 574ξ−2

h [115]. As a conse-
quence, no free vortices are possible once the solutions have
reached the stationary state.

We use this setup to compute the dynamics of the
occupation-number spectrum in analogy to the evolution of
the isolated system, cf. Sect. III. Fig. C.2 shows the approach
to the thermal state from a vortex-lattice initial state with ini-
tially 8 × 8 vortices of winding number w = ±6. For this
parameter setting, the time evolution of the mean vortex dis-
tance, `d(t), after coupling the system to the thermal bath, is
shown in Fig. 8 (cf. red data points).

The coarsening evolution of the defect scale shows two dis-
tinct scaling regimes, for which we analyse the time evolution
of the occupation spectrum separately. We find that the occu-
pation spectrum can be rescaled to a universal curve at early
times, in the time interval 2 · 102ξ2

h < t < 2 · 103ξ2
h , and at late

times, 104ξ2
h < t < 105ξ2

h , before all defects have decayed and
the spectrum eventually indicates thermalisation.

The scaling collapse of the distribution at 100 different
times in the interval 104 ξ2

h < t < 105 ξ2
h yields the scaling

exponents (see Appendix D)

αth
g = 1.2 ± 0.05 ,

βth
g = 0.53 ± 0.05 . (C.6)

In the upper panel of Fig. C.2, we show the rescaled spec-
tra at five exemplary times within the above interval, together
with the non-rescaled spectra in the inset. These exponents
are consistent with those near the Gaussian non-thermal fixed
point approached in the isolated system, cf. Eq. (15). The in-
frared momentum power-law exponent ζ = 4.0 ± 0.1 is con-
sistent with the Porod law (20) describing the random vortex
distribution near the Gaussian fixed point.
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FIG. C.2. Scaling analysis of the time evolving single-particle spec-
tra for the vortex lattice initial condition with 8 vortices of winding
number w = ±6, when coupled to a thermal bath with δ = 0.00215 at
temperature T = 100ξ−2

h . Upper panel: Scaling collapse at late times,
in the interval 1 · 104ξ2

h < t < 1 · 105ξ2
h . The inset shows the non-

rescaled spectra at five different, logarithmically equidistant times as
given in the legend. The times are defined relative to the reference
time t0 = 1 · 104 ξ2

h . The main graph depicts the scaling collapse of
the spectrum according to n(t, k) = (t/t0)−αn([t/t0] βk, t0). The corre-
sponding scaling exponents, determined from a fit of 100 logarithmi-
cally equidistant times, are α = 1.2 ± 0.05 and β = 0.53 ± 0.05. The
universal scaling function in this time interval does not display the
cut-off of the scaling form kλ any more, as it is beyond the infrared
cut-off of the computational grid. However, we determine a scaling
exponent ζ = 4.0 ± 0.1 from fitting a power law to the infrared part
of the rescaled spectra (cf. Appendix D). Lower panel: Same anal-
ysis as above for the time interval 2 · 102ξ2

h < t < 2 · 103ξ2
h . The

corresponding scaling exponents, determined from a fit of 100 loga-
rithmically equidistant times, are α = 0.41±0.05 and β = 0.22±0.05.
The universal scaling form in this time interval is consistent with that
near the anomalous fixed point in the isolated system, with a scaling
exponent ζ = 5.7 ± 0.1.

Remarkably, we also find the anomalously slow self-similar
evolution of the gas coupled to a thermal bath at early times,

2 ·102ξ2
h < t < 2 ·103ξ2

h , inducing strong vortex clustering dur-
ing the initial stage of the evolution. In this case we observe
strongly anomalous coarsening, with the exponents

αth
a = 0.41 ± 0.05 ,

βth
a = 0.22 ± 0.05 . (C.7)

To obtain these values from a fit, we used spectra at 100 log-
arithmically equidistant times in the interval 2 · 102ξ2

h < t <
2 · 103ξ2

h . Examples for the rescaled distributions are depicted
in the lower panel of Fig. C.2 at five exemplary times. The col-
lapsed spectra follow a universal scaling function fs(κ) with an
infrared scaling exponent ζ = 5.7 ± 0.1. Thus, at early times,
the set of scaling exponents is consistent with the scaling at
the anomalous fixed point in the isolated system.

Note that the thermally coupled system displays the two
types of fixed-point evolution for all values of δ analysed in
Fig. 8. As discussed in the main text, the coupling strength to
the thermal bath changes the characteristic time tc at which the
scaling properties change from anomalous to Gaussian [98].

3. Compressible vs. imcompressible excitations

In this appendix we recapitulate the decomposition of the
superfluid flow pattern in the system near the non-thermal
fixed point, into transverse (incompressible) and longitudinal
(compressible) contributions. In this way we can show that
the IR scaling is dominated by the incompressible part while
in the UV the particles mainly belong to the compressible as
well as a quantum pressure components.

To define the decomposition we use the polar representa-
tion φ(x, t) =

√
ρ(x, t) exp{iθ(x, t)} of the field in terms of the

density ρ(x, t) and a phase angle θ(x, t). This allows to express
the particle current j = i(φ∗∇φ−φ∇φ∗)/2 = ρv in terms of the
velocity field v = ∇θ.

We decompose the kinetic-energy spectrum Ekin =∫
dd x 〈|∇φ(x, t)|2〉/(2m) following [116] as Ekin = Ev +Eq into

a ‘classical’ part

Ev =
1

2m

∫
dd x 〈|√ρv|2〉 (C.8)

and a ‘quantum-pressure’ component

Eq =
1

2m

∫
dd x 〈|∇√ρ|2〉 . (C.9)

The radial energy spectra for these fractions involve the
Fourier transform of the generalized velocities wv =

√
ρv and

wq = ∇√ρ,

Eδ(k) =
1

2m

∫
kd−1dΩd 〈|wδ(k)|2〉, δ = v, q. (C.10)

Following Ref. [116], the velocity wv, which due to the
multiplication of v with the density ρ becomes regularized
and can be Fourier transformed, is furthermore decomposed
into ‘incompressible’ (divergence free) and ‘compressible’
(solenoidal) parts, wv = wi +wc, with ∇·wi = 0, ∇×wc = 0, to
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FIG. C.3. Momentum distributions of the occupation numbers ni(k)
and nc(k), together with the total single-particle spectrum n(k), each
at a late time when the system is close to the fixed point. Red circles
denote ni, filled blue squares nc. In both figures, the decomposition
is depicted at a time t = 4 · 105 ξ2

h . While the upper panel shows the
occupation numbers close to the anomalous fixed point, the lower
panel relates to the Gaussian fixed point. The anomalous fixed point
is characterized by a much larger compressible contribution in the
regime of a steep Porod law.

distinguish vortical superfluid and rotationless motion of the
fluid. For comparison of the kinetic-energy spectrum with the
single-particle spectra n(k), we determine occupation numbers
corresponding to the different energy fractions as

nδ(k) = k−d−1Eδ(k) , δ ∈ {i, c, q}. (C.11)

The resulting spectra ni(k), nc(k), and nq(k) add up to ns(k) =

ni(k)+nc(k)+nq(k), which agrees with the single-particle spec-
trum up to small corrections [46].

In Fig. C.3, we depict the momentum distributions of the
occupation numbers ni(k) and nc(k), together with the total
single-particle spectrum n(k), each at a late time when the sys-
tem is close to the fixed point. Red circles denote ni, filled
blue squares nc. While the upper panel shows the occupation

numbers close to the anomalous fixed point, the lower panel
relates to the Gaussian fixed point.

Appendix D: Fitting procedure

In this appendix, we discuss the numerical fitting procedure
employed in determining the scaling exponents α and β which
characterize the self-similar time evolution of the occupation
spectrum. Furthermore, we comment on the fits of the univer-
sal scaling functions, leading to the spatial scaling exponents
ζ. The procedure explained here is used for the data sets pre-
sented in Figs. 4, 6, and C.2 and yields the sets of exponents
given in Eqs. (13), (15), (C.6), and (C.7).

The basic strategy for obtaining the temporal scaling ex-
ponents is as follows: First, we select a suitable time win-
dow within the universal regime, by inspecting the time evo-
lution of a characteristic scale such as `d. Within this win-
dow, we compute the occupation spectrum n(k, t j) at sev-
eral times t j, where the times t j are chosen with a logarith-
mically equidistant spacing. Then, the distance between a
chosen reference spectrum n(k, tref) and all rescaled spectra
(t j/tref)−αn([t j/tref]−βk, t j) within the window is numerically
minimized with respect to α and β.

As the occupation spectra are obtained by numerically solv-
ing the Gross–Pitaevskii equation on a discrete grid, the spec-
tra n(k, t j) at each time step are available for fixed, discrete
radial momenta k only. Therefore, to be able to evaluate the
rescaled spectrum (t j/tl)−αn([t j/tl]−βk, t j), the data is interpo-
lated by means of cubic B-splines, as provided by the Python-
SciPy library [117].

In the above procedure, we minimize the quantity

χ(α, β) =
∑

k<kΛ, j

{
log n(k, tref) − log

[
(t j/tref)−αn([t j/tref]−βk, t j)

]}2

(D.1)

summing over all discrete momenta k up to a UV cut-off kΛ

and over all rescaled spectra within the scaling window. The
cut-off kΛ is set by hand, to exclude the UV tail of any of the
spectra from the rescaling procedure. Anticipating positive
exponents α and β, this can be achieved by determining kΛ

based on the spectrum n(k, tmax) at the latest time tmax within
the scaling window.

Finally, to minimize the distance (D.1) for a set of occupa-
tion number spectra, we employ the Levenberg–Marquardt al-
gorithm, as provided by the Python-SciPy library [117]. This
yields the values for αmin and βmin for a chosen reference spec-
trum and a set of times t j. The errors for these values are es-
timated using the numerically constructed Jacobian of χ (as
provided by the SciPy implementation of the algorithm) at the
minimum and the residual variance χ(αmin, βmin).

To further assess the robustness of the fit, we additionally
vary the reference time tref and the sample times t j which
are used in the fitting procedure for a specific scaling win-
dow. The values for α and β stated in the main text, together
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with their errors, result from averaging αmin and βmin from the
Levenberg–Marquardt fits over these additional variations.

Once the optimal values for α and β are determined as de-
scribed above, the occupation spectra interpolated within the
scaling window can be collapsed by rescaling and be aver-
aged. This yields a numerical estimate for the scaling func-

tion fs(κ). To this estimate, we fit the ansatz (19) for the scal-
ing function, again using the Levenberg–Marquardt algorithm
on the distance of logarithms. The normalization constant A
is fixed by requiring limκ→0 fs(κ) = 1. The exponent ζ and
the momentum scale kλ are treated as open fitting parameters,
whereas the UV cut off kΛ is fixed by hand.

[1] L. P. Kadanoff, Physica A: Stat. Mech. Appl. 163, 1 (1990).
[2] K. G. Wilson, Rev. Mod. Phys. 47, 773 (1975).
[3] S. L. Veatch, O. Soubias, S. L. Keller, and K. Gawrisch, Pro-

ceedings of the National Academy of Sciences 104, 17650
(2007).

[4] G. Hinshaw, D. Larson, E. Komatsu, D. N. Spergel, C. L.
Bennett, J. Dunkley, M. R. Nolta, M. Halpern, R. S. Hill,
N. Odegard, L. Page, K. M. Smith, J. L. Weiland, B. Gold,
N. Jarosik, A. Kogut, M. Limon, S. S. Meyer, G. S. Tucker,
E. Wollack, and E. L. Wright, Astrophys. J. Suppl. 208, 19
(2013), arXiv:1212.5226 [astro-ph.CO].

[5] P. Ade et al. (Planck Collaboration), Ast. & Ast. 571, A16
(2014), arXiv:1303.5076 [astro-ph.CO].

[6] P. C. Hohenberg and B. I. Halperin, Rev. Mod. Phys. 49, 435
(1977).

[7] A. J. Bray and S. Puri, Phys. Rev. Lett. 67, 2670 (1991).
[8] A. J. Bray and K. Humayun, Phys. Rev. E 47, 9(R) (1993).
[9] A. J. Bray, Phys. Rev. E 47, 228 (1993).

[10] A. J. Bray and A. D. Rutenberg, Phys. Rev. E 49, 27(R) (1994),
arXiv:cond-mat/9303011 [cond-mat].

[11] A. J. Bray, Adv. Phys. 43, 357 (1994), arXiv:cond-
mat/9501089 [cond-mat].

[12] A. J. Bray, A. J. Briant, and D. K. Jervis, Phys. Rev. Lett. 84,
1503 (2000), cond-mat/9902362.

[13] V. Zakharov, V. L’vov, and G. Falkovich, Kolmogorov Spectra
of Turbulence I: Wave Turbulence (Springer, 1992).

[14] U. Frisch, Turbulence: The Legacy of A. N. Kolmogorov (CUP,
Cambridge, UK, 1995).

[15] M. Tsubota, J. Phys. Soc. Jpn. 77, 111006 (2008),
arXiv:0806.2737 [cond-mat.other].

[16] W. F. Vinen, J. Low Temp. Phys. 145, 7 (2006).
[17] S. Braun, M. Friesdorf, S. S. Hodgman, M. Schreiber, J. P.

Ronzheimer, A. Riera, M. del Rey, I. Bloch, J. Eisert, and
U. Schneider, Proceedings of the National Academy of Sci-
ences 112, 3641 (2015).

[18] A. Lamacraft, Phys. Rev. Lett. 98, 160404 (2007), arXiv:cond-
mat/0611017 [cond-mat.stat-mech].

[19] D. Rossini, A. Silva, G. Mussardo, and G. E. Santoro,
Phys. Rev. Lett. 102, 127204 (2009), arXiv:0810.5508 [cond-
mat.stat-mech].

[20] E. G. Dalla Torre, E. Demler, and A. Polkovnikov, Phys. Rev.
Lett. 110, 090404 (2013), arXiv:1211.5145 [cond-mat.quant-
gas].

[21] A. Gambassi and P. Calabrese, EPL 95, 66007 (2011),
arXiv:1012.5294 [cond-mat.stat-mech].

[22] B. Sciolla and G. Biroli, Phys. Rev. B 88, 201110 (2013),
arXiv:1211.2572 [cond-mat.stat-mech].

[23] P. Smacchia, M. Knap, E. Demler, and A. Silva, Phys. Rev. B
91, 205136 (2015), arXiv:1409.1883 [cond-mat.stat-mech].

[24] A. Chiocchetta, M. Tavora, A. Gambassi, and A. Mitra, Phys.
Rev. B 91, 220302 (2015), arXiv:1411.7939 [cond-mat.quant-
gas].

[25] A. Maraga, A. Chiocchetta, A. Mitra, and A. Gambassi, Phys.

Rev. E 92, 042151 (2015), arXiv:1506.04528 [cond-mat.stat-
mech].

[26] A. Maraga, P. Smacchia, and A. Silva, ArXiv e-prints (2016),
arXiv:1602.01763 [cond-mat.stat-mech].

[27] A. Chiocchetta, M. Tavora, A. Gambassi, and A. Mitra, Phys.
Rev. B 94, 134311 (2016), arXiv:1604.04614 [cond-mat.stat-
mech].

[28] A. Chiocchetta, A. Gambassi, S. Diehl, and J. Marino, ArXiv
e-prints (2016), arXiv:1606.06272 [cond-mat.stat-mech].

[29] K. Damle, S. Majumdar, and S. Sachdev, Phys. Rev. A 54,
5037 (1996), arXiv:cond-mat/9511058 [cond-mat].

[30] S. Mukerjee, C. Xu, and J. E. Moore, Phys. Rev. B 76, 104519
(2007), arXiv:0704.3440 [cond-mat.stat-mech].

[31] L. A. Williamson and P. B. Blakie, Phys. Rev. Lett.
116, 025301 (2016), arXiv:1504.06404 [cond-mat.quant-
gas], Phys. Rev. A 94, 023608 (2016), arXiv:1605.04016
[cond-mat.quant-gas].

[32] J. Hofmann, S. S. Natu, and S. Das Sarma, Phys. Rev. Lett.
113, 095702 (2014), arXiv:1403.1284 [cond-mat.quant-gas].

[33] A. Bourges and P. B. Blakie, arXiv:1611.08922 [cond-
mat.quant-gas].

[34] J. Berges, A. Rothkopf, and J. Schmidt, Phys. Rev. Lett. 101,
041603 (2008), arXiv:0803.0131 [hep-ph].

[35] J. Berges and G. Hoffmeister, Nucl. Phys. B 813, 383 (2009),
arXiv:0809.5208 [hep-th].

[36] C. Scheppach, J. Berges, and T. Gasenzer, Phys. Rev. A 81,
033611 (2010), arXiv:0912.4183 [cond-mat.quant-gas].

[37] J. Berges and D. Sexty, Phys. Rev. D 83, 085004 (2011),
arXiv:1012.5944 [hep-ph].

[38] Orioli, A. Pineiro and Boguslavski, K. and Berges, J., Phys.
Rev. D 92, 025041 (2015), arXiv:1503.02498 [hep-ph].

[39] T. Gasenzer and J. M. Pawlowski, Phys. Lett. B 670, 135
(2008), arXiv:0710.4627 [cond-mat.other].
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M. J. Davis, and B. P. Anderson, Phys. Rev. Lett. 111, 235301
(2013), arXiv:1204.1102 [cond-mat.quant-gas].

[60] W. J. Kwon, G. Moon, J.-y. Choi, S. W. Seo, and Y.-i. Shin,
Phys. Rev. A 90, 063627 (2014), arXiv:1403.4658 [cond-
mat.quant-gas].

[61] G. W. Stagg, A. J. Allen, N. G. Parker, and C. F. Barenghi,
Phys. Rev. A 91, 013612 (2015), arXiv:1408.3268 [cond-
mat.quant-gas].

[62] G. Moon, W. J. Kwon, H. Lee, and Y.-i. Shin, Phys. Rev. A
92, 051601 (2015), arXiv:1509.02236 [cond-mat.quant-gas].

[63] A. Cidrim, F. E. A. dos Santos, L. Galantucci, V. S. Bag-
nato, and C. F. Barenghi, Phys. Rev. A 93, 033651 (2016),
arXiv:1507.03135 [cond-mat.quant-gas].

[64] P. D. Mininni and A. Pouquet, Phys. Rev. E 87, 033002 (2013),
arXiv:1302.2988 [physics.flu-dyn].

[65] T. P. Billam, M. T. Reeves, B. P. Anderson, and A. S. Bradley,
Phys. Rev. Lett. 112, 145301 (2014), arXiv:1307.6374 [cond-
mat.quant-gas].

[66] T. P. Billam, M. T. Reeves, and A. S. Bradley, Phys. Rev. A
91, 023615 (2015), arXiv:1411.5755 [cond-mat.quant-gas].

[67] R. Kraichnan, Phys. Fl. 10, 1417 (1967).
[68] T. Simula, M. J. Davis, and K. Helmerson, Phys. Rev. Lett.

113, 165302 (2014).
[69] A. J. Groszek, T. P. Simula, D. M. Paganin, and K. Helmerson,

Phys. Rev. A 93, 043614 (2016).
[70] A. Lucas and P. Surówka, Phys. Rev. A 90, 053617 (2014),

arXiv:1408.5913 [cond-mat.quant-gas].
[71] T. Nattermann and S. Scheidl, Adv. Phys. 49, 607 (2000),

arXiv:cond-mat/0003052 [cond-mat.supr-con].
[72] P. B. Blakie, A. S. Bradley, M. J. Davis, R. J. Ballagh, and

C. W. Gardiner, Adv. Phys. 57, 363 (2008), arXiv:0809.1487
[cond-mat.stat-mech].

[73] A. Polkovnikov, Ann. Phys. 325, 1790 (2010),
arXiv:0905.3384 [cond-mat.stat-mech].

[74] J. Berges and T. Gasenzer, Phys. Rev. A 76, 033604 (2007),
arXiv:cond-mat/0703163 [cond-mat.other].

[75] We use the term ‘critical slowing down’ interchangeably with
dynamical scaling behavior near a non-thermal fixed point.

[76] J. Berges and D. Sexty, Phys. Rev. Lett. 108, 161601 (2012),
arXiv:1201.0687 [hep-ph].

[77] J. Berges, in Proc. Int. School on Strongly Interacting Quan-
tum Systems Out of Equilibrium, Les Houches, edited by T.
Giamarchi et al. (OUP, Oxford, 2016) arXiv:1503.02907 [hep-
ph].

[78] α = (d + z) β would apply, e. g., in the case of a self-similar
transport conserving energy, ε =

∫ ∞
0

dk kd−1ω(k) n(k, t) ≡
const., for a dispersion law obeying the scaling ω(sk) =

szω(k).
[79] G. Porod, Kolloid-Zeitschrift 124, 83 (1951), Kolloid-

Zeitschrift 125, 51 (1951).
[80] C. Pethick and H. Smith, Bose-Einstein condensation in dilute

gases (CUP, Cambridge, UK, 2006).
[81] L. Onsager, Il Nuovo Cim. Suppl. 6, 279 (1949).
[82] B. Svistunov, J. Mosc. Phys. Soc. 1, 373 (1991).
[83] Y. Kagan, B. V. Svistunov, and G. V. Shlyapnikov, [Zh. Eksp.

Teor. Fiz. 101, 528 (1992)] Sov. Phys. JETP 74, 279 (1992).
[84] Y. Kagan and B. V. Svistunov, [Zh. Eksp. Teor. Fiz. 105, 353

(1994)] Sov. Phys. JETP 78, 187 (1994).
[85] A. Schachner, A. P. Orioli, and J. Berges, (2016), arXiv:

1612.03038 [cond-mat.quant-gas].
[86] A. J. Bray, Phys. Rev. Lett. 62, 2841 (1989), Phys. Rev. B 41,

6724 (1990).
[87] J. L. Cardy, J. Phys. A: Mathematical and General 25, 2765

(1992).
[88] S. Khlebnikov, Phys. Rev. A 66, 063606 (2002), arXiv:hep-

ph/0201163 [hep-ph].
[89] M. Schmidt, S. Erne, B. Nowak, D. Sexty, and T. Gasen-

zer, New J. Phys. 14, 075005 (2012), arXiv:1203.3651 [cond-
mat.quant-gas].

[90] X. Yu, T. P. Billam, J. Nian, M. T. Reeves, and A. S. Bradley,
Phys. Rev. A 94, 023602 (2016), arXiv:1512.05517 [cond-
mat.quant-gas].

[91] H. Salman and D. Maestrini, Phys. Rev. A 94, 043642 (2016),
arXiv:1605.09760 [cond-mat.quant-gas].

[92] M. T. Reeves, T. P. Billam, X. Yu, and A. S. Bradley, (2017),
arXiv:1702.04445 [cond-mat.quant-gas].

[93] The calculations assume O(N) models within the Hohenberg–
Halperin classification [6].

[94] This argument does not exclude the possibility of a different
scaling behavior in the infrared limit, k → 0, as, e. g., found
numerically in Ref. [38].

[95] T. Gasenzer, B. Nowak, and D. Sexty, Phys. Lett. B 710, 500
(2012), arXiv:1108.0541 [hep-ph].

[96] G. D. Moore, Phys. Rev. D 93, 065043 (2016), arXiv:
1511.00697 [hep-ph].

[97] S. P. Cockburn and N. P. Proukakis, Phys. Rev. A 86, 033610
(2012), arXiv:1206.5787 [cond-mat.quant-gas].

[98] Videos of exemplary runs of the coarsening kinetics can
be found under http://www.kip.uni-heidelberg.de/
gasenzer/projects/anomalousntfp.

[99] A. S. Bradley and B. P. Anderson, Phys. Rev. X 2, 041001
(2012), arXiv:1204.1103 [cond-mat.quant-gas].

[100] M. T. Reeves, T. P. Billam, B. P. Anderson, and A. S. Bradley
Phys. Rev. A 89, 053631 (2014), arXiv:1312.4618 [cond-
mat.quant-gas].

[101] zd applies to the scaling of the defect-bearing order-parameter
field and does not necessarily equal the dynamical critical ex-
ponent z of microscopic quasi-particle excitations close to the
non-thermal fixed point, cf., e. g., the analysis in Ref. [38].
Note also that the dependence on z drops out for the particle-
transport exponents α and β, cf. Eq. (9).

[102] R. H. Koch, V. Foglietti, W. J. Gallagher, G. Koren, A. Gupta,
and M. P. A. Fisher, Phys. Rev. Lett. 63, 1511 (1989).

[103] P. L. Gammel, L. F. Schneemeyer, and D. J. Bishop, Phys.

http://arxiv.org/abs/1302.1448
http://arxiv.org/abs/1302.1448
http://dx.doi.org/10.1007/JHEP05(2015)070
http://dx.doi.org/10.1007/JHEP05(2015)070
http://arxiv.org/abs/1410.3472
http://dx.doi.org/ 10.1103/PhysRevA.80.023618
http://dx.doi.org/10.1007/s10909-009-9965-0
http://dx.doi.org/10.1007/s10909-009-9965-0
http://dx.doi.org/10.1103/PhysRevA.81.063630
http://dx.doi.org/10.1103/PhysRevA.81.063630
https://arxiv.org/abs/1002.3667
http://stacks.iop.org/1742-6596/400/i=1/a=012038
http://stacks.iop.org/1742-6596/400/i=1/a=012038
http://dx.doi.org/10.1103/PhysRevA.86.053621
http://dx.doi.org/10.1103/PhysRevA.86.053621
https://arxiv.org/abs/1209.2447
http://dx.doi.org/10.1103/PhysRevLett.110.104501
http://arxiv.org/abs/1209.5824
http://arxiv.org/abs/1209.5824
http://dx.doi.org/10.1103/PhysRevA.86.013635
http://dx.doi.org/10.1103/PhysRevA.86.013635
https://arxiv.org/abs/1204.1519
http://dx.doi.org/10.1126/science.1233529
http://dx.doi.org/10.1126/science.1233529
http://arxiv.org/abs/1212.0281
http://dx.doi.org/ 10.1103/PhysRevLett.111.235301
http://dx.doi.org/ 10.1103/PhysRevLett.111.235301
https://arxiv.org/abs/1204.1102
http://dx.doi.org/ 10.1103/PhysRevA.90.063627
https://arxiv.org/abs/1403.4658
https://arxiv.org/abs/1403.4658
http://dx.doi.org/10.1103/PhysRevA.91.013612
https://arxiv.org/abs/1408.3268
https://arxiv.org/abs/1408.3268
http://dx.doi.org/ 10.1103/PhysRevA.92.051601
http://dx.doi.org/ 10.1103/PhysRevA.92.051601
https://arxiv.org/abs/1509.02236
http://dx.doi.org/10.1103/PhysRevA.93.033651
https://arxiv.org/abs/1507.03135
http://dx.doi.org/10.1103/PhysRevE.87.033002
http://arxiv.org/abs/1302.2988
http://dx.doi.org/10.1103/PhysRevLett.112.145301
http://arxiv.org/abs/1307.6374
http://arxiv.org/abs/1307.6374
http://dx.doi.org/10.1103/PhysRevA.91.023615
http://dx.doi.org/10.1103/PhysRevA.91.023615
http://arxiv.org/abs/1411.5755
http://dx.doi.org/10.1063/1.1762301
http://dx.doi.org/10.1103/PhysRevLett.113.165302
http://dx.doi.org/10.1103/PhysRevLett.113.165302
http://dx.doi.org/10.1103/PhysRevA.93.043614
http://dx.doi.org/10.1103/PhysRevA.90.053617
http://arxiv.org/abs/1408.5913
http://dx.doi.org/10.1080/000187300412257
http://arxiv.org/abs/cond-mat/0003052
http://dx.doi.org/10.1080/00018730802564254
http://arxiv.org/abs/0809.1487
http://arxiv.org/abs/0809.1487
http://dx.doi.org/10.1016/j.aop.2010.02.006
http://arxiv.org/abs/0905.3384
http://dx.doi.org/10.1103/PhysRevA.76.033604
http://arxiv.org/abs/cond-mat/0703163
http://dx.doi.org/10.1103/PhysRevLett.108.161601
http://arxiv.org/abs/1201.0687
http://arxiv.org/abs/1503.02907
http://arxiv.org/abs/1503.02907
http://dx.doi.org/10.1007/BF01512792
http://dx.doi.org/10.1007/BF01519615
http://dx.doi.org/10.1007/BF01519615
http://dx.doi.org/10.1007/BF02780991
http://arxiv.org/abs/1612.03038
http://arxiv.org/abs/1612.03038
http://dx.doi.org/10.1103/PhysRevLett.62.2841
http://dx.doi.org/10.1103/PhysRevB.41.6724
http://dx.doi.org/10.1103/PhysRevB.41.6724
http://dx.doi.org/10.1088/0305-4470/25/10/008
http://dx.doi.org/10.1088/0305-4470/25/10/008
http://dx.doi.org/10.1103/PhysRevA.66.063606
http://arxiv.org/abs/hep-ph/0201163
http://arxiv.org/abs/hep-ph/0201163
http://dx.doi.org/10.1088/1367-2630/14/7/075005
http://arxiv.org/abs/1203.3651
http://arxiv.org/abs/1203.3651
http://dx.doi.org/10.1103/PhysRevA.94.023602
http://arxiv.org/abs/1512.05517
http://arxiv.org/abs/1512.05517
http://dx.doi.org/10.1103/PhysRevA.94.043642
http://arxiv.org/abs/1605.09760
http://arxiv.org/abs/1702.04445
http://dx.doi.org/10.1016/j.physletb.2012.03.031
http://dx.doi.org/10.1016/j.physletb.2012.03.031
http://arxiv.org/abs/1108.0541
http://dx.doi.org/10.1103/PhysRevD.93.065043
http://arxiv.org/abs/1511.00697
http://arxiv.org/abs/1511.00697
http://dx.doi.org/10.1103/PhysRevA.86.033610
http://dx.doi.org/10.1103/PhysRevA.86.033610
http://arxiv.org/abs/1206.5787
http://www.kip.uni-heidelberg.de/gasenzer/projects/anomalousntfp
http://www.kip.uni-heidelberg.de/gasenzer/projects/anomalousntfp
http://dx.doi.org/10.1103/PhysRevX.2.041001
http://dx.doi.org/10.1103/PhysRevX.2.041001
http://arxiv.org/abs/1204.1103
http://dx.doi.org/10.1103/PhysRevA.89.053631
http://arxiv.org/abs/1312.4618
http://arxiv.org/abs/1312.4618
http://dx.doi.org/10.1103/PhysRevLett.63.1511
http://dx.doi.org/10.1103/PhysRevLett.66.953


20

Rev. Lett. 66, 953 (1991).
[104] K. H. Lee and D. Stroud, Phys. Rev. B 44, 9780 (1991).
[105] D. S. Fisher, M. P. A. Fisher, and D. A. Huse, Phys. Rev. B

43, 130 (1991).
[106] A. T. Dorsey, M. Huang, and M. P. A. Fisher, Phys. Rev. B

45, 523 (1992).
[107] A. Zippelius, Phys. Rev. B 29, 2717 (1984).
[108] J. R. Abo-Shaeer, C. Raman, J. M. Vogels, and W. Ketterle,

Science 292, 476 (2001).
[109] M. W. Zwierlein, J. R. Abo-Shaeer, A. Schirotzek, C. H.

Schunck, and W. Ketterle, Nature 435, 1047 (2005),
arXiv:cond-mat/0505635 [cond-mat.supr-con].

[110] J. Nickolls, I. Buck, M. Garland, and K. Skadron, Queue 6,
40 (2008).

[111] R. Desbuquois, L. Chomaz, T. Yefsah, J. Léonard, J. Beugnon,
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